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1. WIS:dom®-P Model Formulation 
 

1.1 Overview 
 
WIS:dom®-P is a fully combined capacity expansion and production cost model. 
 

 Capacity expansion includes: 
 

 Continental-scale (globally capable) & spatially-determined; 
 Co-optimization of transmission, generation, storage and distributed resources; 
 Myopically perform investment from 2020 through 2050 (in five-year windows); 
 Transmission resolved at each 69-kV substation; 
 Generation siting resolved at 3-km spatial resolution; 
 Existing policies, restrictions and incentives; 
 Detailed land-use screening for siting of technologies; 
 Future cost projections for technologies and fuels; 
 Detail accounting for retirement of generation assets; 
 Includes climate change data from CMIP-5 for possible future drivers of infrastructure 

stress; 
 

 Production cost includes: 
 

 Unit commitment; 
 Start-up & shutdown profiles of generators;  
 Ramp constraints, minimum up and minimum down times; 
 Transmission power flow, dynamic line ratings and line losses; 
 Planning reserve margins and operating reserves, with detailed VRE accounting; 
 Distribution planning & hybrid optimization of the grid edge; 
 Weather forecasting and physics of weather engines for resources and demands; 
 5-minutely temporal granularity for a minimum of one calendar year (up to seven); 
 Zero loss of load at any time or location; 
 Detailed energy storage subroutines for arbitrage & reliability asset configurations; 
 Demand flexibility modeling based on granular weather drivers; 
 Novel technology inclusion (SMR, MSR, EGS, CCS, DAC, H2, NH3, CH4, P2X); 
 Existing generator and transmission asset characteristics such as heat rates, power factor, 

variable costs, fixed costs, capital costs, ramp rate constraints, minimum up and down 
time, undepreciated value, fuel supply chain, and fuel costs. 
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1.2 Geographic Scope 
 
The WIS:dom®-P optimization model was designed to be able to cover numerous different geographic 
regions. The standard version of the model can handle any region sub-group up to the contiguous United 
States. The model is designed to be able to be reduced is geographic scale easily by the user. It can 
represent single states, a single BAA, an entire RTO, multiple RTOs or states, or some different configuration. 
Figure 1.1 displays a capacity build out solution across the United States. 
 

 
 

Figure 1.1: The geographic scope of the WIS:dom®-P model with a study result build-out of capacity. 
 
The model has access to 3-km, 5-minutely generation profile data for the entire geographic footprint for 
multiple calendar years that it solves over. Screening is performed to determine accurate resource technical 
potential for siting new generation (as discussed in Section 2). 
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1.3 Objective Function 
 
The WIS:dom®-P optimization model is typically run in linear programming mode. This means that the 
equations and constraints are all described as linear (and convex) relaxation formulations. There are mixed 
integer and non-linear formulations available within WIS:dom®-P; however, accuracy is not enhanced in an 
appreciable manner for capacity expansion studies considering the additional computational burden. 
 
The objective function is to minimize the total system cost for a given construct of constraints and sectoral 
coupling. The total system cost includes: amortized generator capital expenditures, fuel costs, start-up and 
shutdown costs, amortized transmission capital expenditures, amortized storage capital expenditures, 
variable operation and maintenance (O&M) expenditures, fixed O&M expenditures, amortized natural gas 
transport expenditures, transmission wheeling charges, transmission access charges, interconnection 
expenditures, demand-side management and demand response expenditures, distribution costs and access 
charges, curtailment charges, reserve costs, retirement costs, and international trading costs.  
 
Equation (1.1) is the mathematical formulation of the objective function: 
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(1.1) 
 
The objective function, Eq. (1.1), contains the following sets: 
 
 𝒯𝒯 the set of technologies considered as generation; 
 𝜂𝜂 the set of storage technologies; 
 ℒ the set of spatial location that the model resolves; 
 𝓉𝓉 the set time steps considered by the model for production cost; 
 𝔅𝔅 the set of technologies that require flows / transmission corridors; 
 𝛼𝛼 the set of component parts to storage (power and energy); 
 𝛽𝛽 the set of component parts to coupled fuel production sectors (production and storage); 
 𝔇𝔇 the set of demand-side flexibility resources; 
 ℒ̂ the dummy set of spatial locations that the model resolves. 
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The objective function, Eq. (1.1), contains the following (user-defined) parameters: 
 
 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢  is the amortized capital and fixed costs for generation technologies; 
 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢ℴ is the adjustment to the amortized capital and fixed costs for “old” generation technologies; 
 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢𝓉𝓉is the amortized remaining balance cost to retire “old” generation technologies; 
 𝒞𝒞𝛼𝛼𝛼𝛼ℒ𝒮𝒮  is the amortized capital and fixed costs for storage technologies; 
 𝒞𝒞𝔅𝔅ℒℒ̂

𝓉𝓉𝓉𝓉  is the amortized capital and fixed costs for transmission technologies; 
 𝒞𝒞𝔅𝔅ℒ𝛽𝛽𝒩𝒩  is the amortized capital and fixed costs for fuel production technologies; 
 𝒞𝒞ℒ

𝒹𝒹𝓅𝓅 and 𝒞𝒞ℒ𝒹𝒹ℯ are the amortized capital and fixed costs for distribution infrastructure; 
 ℜℒ is the retirement payments still being paid for “early” shuttered generation technologies; 
 𝒱𝒱𝒯𝒯ℒ𝓉𝓉

𝒢𝒢  is the variable cost per unit of electricity for generation technologies; 
 𝒱𝒱𝒯𝒯ℒ𝓉𝓉𝒪𝒪  is the start-up cost per unit of capacity for generation technologies; 
 𝒱𝒱𝔅𝔅ℒ𝓉𝓉𝒪𝒪  is the start-up cost per unit of capacity for novel fuel (chemical) technologies; 
 𝒱𝒱ℒ𝓉𝓉ℐ  is the trade price per unit of electricity for imports and exports; 
 𝒱𝒱ℒ𝒸𝒸 is the carbon tax per unit of carbon for fossil fuel consumption; 
 𝒱𝒱𝛼𝛼ℒ𝓉𝓉𝒮𝒮  is the variable cost per unit of electricity for storage technologies; 
 𝒱𝒱𝔅𝔅ℒℒ̂𝓉𝓉

𝓌𝓌  is the wheeling charge cost per unit of electricity for transmission technologies; 
 𝒱𝒱𝔅𝔅ℒ𝓉𝓉𝒩𝒩  is the variable cost per unit of electricity consumed for fuel production technologies; 
 𝒱𝒱𝔇𝔇ℒ𝓉𝓉𝔇𝔇  is the variable cost per unit of electricity shifted by demand-side flexibility resources; 
 𝒱𝒱ℒ𝓉𝓉𝒦𝒦 is the variable cost per unit of electricity curtailed; 
 𝒱𝒱ℒ𝓉𝓉ℛ  is the variable cost per unit of electricity of rapid-response reserves available; 
 ℱ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢  is the fuel cost per unit of primary energy for generation technologies; 
 ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢  is the weather-dependent heat rate value for generation technologies; 
 𝔉𝔉𝒯𝒯ℒ is the carbon content per unit of primary energy for generation technologies; 
 ℛ𝔅𝔅ℒℒ̂

𝓉𝓉𝓉𝓉  is the pathway distance matrix of the transmission technologies; 
 𝒬𝒬𝔅𝔅ℒℒ̂

𝓉𝓉𝓉𝓉  is the cost allocation matrix of the transmission technologies; 
 𝒽𝒽 is the adjustment for temporal resolution (5-minutely would mean 𝒽𝒽 = 1

12� ), 
 𝛥𝛥 and Δ𝔅𝔅 are the unit commitment activation indicators (binary); 
 𝛩𝛩 is the retirement tracking activation indicator (binary); 
 𝛬𝛬, 𝜆𝜆𝑎𝑎 and 𝜆𝜆𝑏𝑏 are the DER subroutine adjustment factors (all are typically set to unity). 
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The objective function, Eq. (1.1), contains the following (endogenous) variables: 
 
 𝓍𝓍𝒯𝒯ℒ = ∑ (𝓍𝓍𝒯𝒯𝔏𝔏)𝔏𝔏∈ℒ   is the installed capacity of generation technologies; 
 𝓍𝓍𝒯𝒯ℒℴ = ∑ (𝓍𝓍𝒯𝒯𝔏𝔏ℴ )𝔏𝔏∈ℒ  is the “old” installed capacity of generation technologies; 
 𝓍𝓍𝒯𝒯ℒ𝓉𝓉 = ∑ (𝓍𝓍𝒯𝒯𝔏𝔏𝓉𝓉 )𝔏𝔏∈ℒ  is the retired “old” installed capacity of generation technologies; 
 𝓎𝓎𝛼𝛼𝛼𝛼ℒ = ∑ �𝓎𝓎𝛼𝛼𝛼𝛼𝔏𝔏�𝔏𝔏∈ℒ  is the installed capacity of storage technologies; 
 𝓏𝓏𝔅𝔅ℒℒ̂

𝓉𝓉𝓉𝓉  is the installed capacity of transmission technologies; 
 𝓃𝓃𝔅𝔅ℒ𝛽𝛽 = ∑ �𝓃𝓃𝔅𝔅𝔏𝔏𝛽𝛽�𝔏𝔏∈ℒ  is the installed capacity of fuel production facilities; 
 𝓅𝓅𝒯𝒯ℒ𝓉𝓉 = ∑ (𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ  is the generation output from generation technologies; 
 𝔇𝔇𝛼𝛼ℒ𝓉𝓉 = ∑ �𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉�𝔏𝔏∈ℒ  is the discharge from storage technologies; 
 𝒲𝒲ℒ𝓉𝓉 = ∑ (𝒲𝒲𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ   is the electricity that is curtailed; 
 𝒻𝒻𝔅𝔅ℒℒ̂𝓉𝓉 is the energy flow transmission matrix; 
 𝓊𝓊𝔅𝔅ℒ𝓉𝓉 = ∑ (𝓊𝓊𝔅𝔅𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ  is the electricity demand for fuel production from the fuel production facilities; 
 ℐℒ𝓉𝓉 is the electricity trade occurring; 
 𝓆𝓆ℒ𝓉𝓉 = ∑ (𝓆𝓆𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ   is the rapid-response reserves available; 
 𝓉𝓉𝔇𝔇ℒ𝓉𝓉− = ∑ (𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− )𝔏𝔏∈ℒ  is the demand-down-shifted by the demand-side flexibility resources; 
 𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉 = ∑ (𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ  is the generation capacity being started; 
 𝜙𝜙𝔅𝔅ℒ𝓉𝓉 = ∑ (𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ  is the capacity of the novel fuel (chemical) facility being started; 
 ℰℒ𝓉𝓉 = ∑ (ℰ𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ  is the electricity demand; 
 𝒥𝒥ℒ𝓉𝓉 = ∑ (𝒥𝒥𝔏𝔏𝓉𝓉)𝔏𝔏∈ℒ   is the distribution-level generation; 
 ℰℒ

𝓅𝓅 and ℰℒ𝒷𝒷 are the peak consumption and injection of power for the distribution level; 
 ℰℒ𝓂𝓂 is the minimum input electricity demand, which is included as a correction term. 
 
Since Eq. (1.1) is linear, the subsets of spatial locations, ℒ, that are not electrically connected will solve as 
independent systems. Further, the equation can be sub-divided by the user (through identifying tuples) to 
include only specific regions and the resulting solution can be stitched back together. The generalized 
formulation of Eq. (1.1) allows the spatial granularity to be reconfigured for any domain of interest without 
altering the mathematics; however, the inputs will need adjusting to respect the aggregation or averaging 
of parameters. The amortized capital and fixed costs include the “spur” transmission line costs to connect 
sub-scale asset locations (𝔏𝔏) to the nearest modeled locations (ℒ).  
 
Equation (1.2) is the mathematical formulation of the amortization and fixed cost for assets: 
 

𝒞𝒞𝜀𝜀𝜀𝜀Χ = �𝒞𝒞𝜀𝜀𝜀𝜀Χ
� + 𝒞𝒞𝜀𝜀𝜀𝜀

𝓉𝓉𝓉𝓉� � ∙
𝒟𝒟ℛ𝜀𝜀𝜀𝜀 ∙ (1 + 𝒟𝒟ℛ𝜀𝜀𝜀𝜀)Τ𝜀𝜀𝜀𝜀

(1 + 𝒟𝒟ℛ𝜀𝜀𝜀𝜀)Τ𝜀𝜀𝜀𝜀 − 1 + 𝔒𝔒𝜀𝜀𝜀𝜀
Χ  

(1.2) 
In Eq. (1.2) the (user-defined) parameters are: 
 
 𝒞𝒞𝜀𝜀𝜀𝜀𝛸𝛸�  is the capital cost per unit capacity for each asset; 
 𝒞𝒞𝜀𝜀𝜀𝜀𝓉𝓉𝓉𝓉� is the capital cost per unit capacity of “spur” transmission for each asset; 
 𝒟𝒟ℛ𝜀𝜀𝜀𝜀 is the weighted cost of capital (WACC) for each asset; 
 𝛵𝛵𝜀𝜀𝜀𝜀 is the expected book-life for each asset; 
 𝔒𝔒𝜀𝜀𝜀𝜀

𝛸𝛸  is the fixed operation and maintenance cost for each asset. 
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1.4 Robust Supply and Demand Balance 
 
A unique feature of WIS:dom®-P is the ability to co-optimize for capacity expansion of generation, storage, 
transmission, and demand-side resources while simultaneously simulating the production costs of those 
assets. The production cost is simulated over the entire grid at 3-km, 5-minute granularity for a minimum 
of a calendar year for each investment period. Typically, seven calendar years are also simulated after a 
pathway solution is found. Future simulations will also include 175 years of 50-km, hourly data to determine 
the robustness of solutions. The dominant constraint in the production cost component of WIS:dom®-P is 
the supply and demand balance equation set. This equation set ensures that generation, power flow, 
storage, distributed resources, and load are in constant equilibrium with each other, without fail, throughout 
the electricity system simulated. The supply and demand balance equation set includes: power production 
from generators, transmission power flow, the transmission dynamic line ratings and losses due to weather, 
the unforced outages of generators, the weather-driven (wind, solar, and hydro) resource potential, 
charge/discharge cycles of storage and demand flexibility, changes in demand requirements throughout 
the entire simulation period, the electricity consumption for fuel production, curtailment of generation, 
electricity trade, and distribution generation. The supply and demand balance equation set directly (and 
indirectly) connect with numerous other equation sets (described later); that together ultimately act in 
concert to increase the value of the objective function.  
 
Equation (1.3) is the mathematical formulation of the supply and demand balance equation set: 
 

�

⎩
⎪
⎨

⎪
⎧(1 − ℓ𝔏𝔏𝓉𝓉𝓈𝓈 ) ∙ ��(𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉)

𝒯𝒯

−𝒲𝒲𝔏𝔏𝓉𝓉 + ��𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 − ℭ𝛼𝛼𝔏𝔏𝓉𝓉�
𝛼𝛼

�

−(1 + ℓ𝔏𝔏𝓉𝓉𝓈𝓈 ) ∙ �ℰ𝔏𝔏𝓉𝓉 + 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+ − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− + �𝓊𝓊𝔅𝔅𝔏𝔏𝓉𝓉
𝔅𝔅

�
⎭
⎪
⎬

⎪
⎫

𝔏𝔏∈ℒ

+ ℐℒ𝓉𝓉 + �𝒻𝒻ℒ𝓉𝓉𝓉𝓉𝓉𝓉� − 𝒻𝒻ℒ𝓉𝓉ℓ
� � = 0    ∀ ℒ, 𝓉𝓉 

(1.3) 
 
The supply and demand equation set, Eq. (1.3), contains some of the sets from Eq. (1.1), and in addition 
contains the set: 
 
 𝔏𝔏 the set of all sub-scale locations for each set element of ℒ. 
 
The supply and demand equation set, Eq. (1.3), contains only one (exogenous) parameter: 
 

ℓ𝔏𝔏𝓉𝓉𝓈𝓈  the estimated “spur” line losses for each sub-scale location, determined in pre-processing to 
incorporate the weather driven changes to losses. 

 
The supply and demand equation set, Eq. (1.3), contains some of the variables from Eq (1.1), and in addition 
contains the following (endogenous) variables: 
 
 ℭ𝛼𝛼ℒ𝓉𝓉 = ∑ ℭ𝛼𝛼𝔏𝔏𝓉𝓉𝔏𝔏∈ℒ  is the charging of the storage technologies; 
 𝓉𝓉𝔇𝔇ℒ𝓉𝓉+ = ∑ 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+

𝔏𝔏∈ℒ  is the demand-up-shifted by the demand-side flexibility resources; 
 𝒻𝒻ℒ𝓉𝓉𝓉𝓉𝓉𝓉�  is the net electrical transmission flux; 
 𝒻𝒻ℒ𝓉𝓉ℓ�  is the sum of all the electrical transmission line losses. 
 
Equation (1.3) is a generalized formulation, and if there are no sub-scale locations (nodal version) the “spur” 
line losses disappear. The “spur” line losses are used to parameterize distribution- and utility-scale 
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generation and demands as well as represent power transmission that is not explicitly resolved. The 
transmission flux and line losses (𝒻𝒻ℒ𝓉𝓉𝓉𝓉𝓉𝓉�  and 𝒻𝒻ℒ𝓉𝓉ℓ� ) are described in the transmission equation sets. The two 
terms are decomposed to ensure Kirchhoff current and voltage laws are obeyed and for computational 
expedience. 
 
For the purposes of modeling, the variable for curtailed electricity (𝒲𝒲ℒ𝓉𝓉) must be constrained. The constraint 
stops the model being allowed to curtail electricity when variable generation (∑ (𝓅𝓅𝒯𝒯ℒ𝓉𝓉)𝒯𝒯∈ 𝑉𝑉𝑉𝑉𝑉𝑉 ) is not available 
(i.e. ensures that curtailing thermal generation does not happen). The main purpose of constraining 
curtailment is to strengthen the enforcement of ramp constraints on generators (described later), 
particularly down ramping. The constraint is represented mathematically in Eq. (1.4): 
 

� (𝓅𝓅𝒯𝒯ℒ𝓉𝓉)
𝒯𝒯∈ 𝑉𝑉𝑉𝑉𝑉𝑉

−  𝒲𝒲ℒ𝓉𝓉 ≥ 0    ∀ ℒ, 𝓉𝓉 

(1.4) 
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1.5 Transmission & Flows 
 
Another important feature of WIS:dom®-P is that it resolves the transmission topology and power flow for 
the electricity system being modeled. Moreover, the model can expand the transmission explicitly and 
economically as a co-optimization with other assets. The modeling of the transmission from a capacity 
expansion perspective must assess the amount of power that can flow along the transmission lines, the 
losses it may encounter (a function of distance, voltage and weather) to satisfy the balance of demands 
everywhere. From the production cost perspective, the transmission must obey the two fundamental 
Kirchhoff laws (current and voltage) at all times and at all locations.  
 
The transmission can be reduced in complexity and the sub-scale locations can be modeled implicitly within 
WIS:dom®-P. This enables the model to rescale for computational efficiency and be run iteratively using the 
larger geographic scope (and coarser transmission representation) as boundary conditions for the smaller 
geographic scope (with finer transmission representation).  
 
The construction of new transmission lines can happen in two ways: the model augments an existing right-
of-way (ROW) as well as expanding the substations if required, or the model builds a completely new 
transmission line and connects two existing substations (and augments them if necessary). The costs are 
different for performing the two different approaches.  
 

 
Figure 1.2: The full existing transmission topology for WIS:dom®-P across the contiguous USA. 

 
Figure 1.2 displays the fullest transmission representation that WIS:dom®-P can have for the contiguous 
United States. The data represented is every transmission line and substation down to 69-kV. Below 69-kV, 
the 3-km data includes implicit transmission for generation and loads. Figure 1.3 displays the same data, 
but in the reduced form of county-level (left) and state-level (right). Figure 1.3 displays two example reduced 
form topologies. Other reduced form setups can be created, such as Regional Transmission Operators 
(RTOs), utilities, BAA, or some other regional framework. The purpose of the reduced form topology is to 
enable computation of large geographic areas while maintaining resource fidelity and use the resulting 
solutions as boundary conditions for more granular representations. 
 
For the special case of a High-voltage Direct Current (HVDC) transmission network (or overlay), the model 
adds an element to the set 𝔅𝔅 with (typically) nodes in every state with potential lines connecting each state 
to its adjoining neighbors. This is in addition to the existing High-voltage Alternating Current (HVAC) 
transmission system. The HVDC is tied to the HVAC system via inverter and rectifier stations at the HVDC 
nodes. The HVDC transmission lines and stations must be paid for by the model and are co-optimized with 
the HVAC system and all the other grid assets. 
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Figure 1.3: The reduced form transmission topology in WIS:dom®-P for county-level (top) and state-level (bottom). 
 
WIS:dom®-P does not only model the electricity transmission lines. The model also accounts for natural gas 
system (pipelines and storage). Further, the model can build a hydrogen economy, an infrastructure for 
synthetic ammonia production and an infrastructure for carbon capture and sequestration or utilization (for 
synthetic fuels). Mathematically, these can be modeled in a very similar way to electricity transmission. The 
limitation being that the representation will not account for gas pressures along the pipelines explicitly, only 
the flow between points, amounts held in storage, and conservation of mass. Further simulations can be 
carried out with gas pressures being computed. A leakage rate can be computed (and is included), but the 
standard inputs assume zero leakage in the transmission and storage of fuels. 
 
For the production (or capture) of fuels and chemicals (e.g. H2, NH3, CO2, CH4) additional modeling is 
required for the capacity build out and electricity (and possible other fuel or chemical) consumption. These 
can all be reduced down to a single set of equations defined over the set 𝔅𝔅. These extra equations for 
products are described in a subsection 1.12. 
 
Equation (1.5) is the mathematical description of the transmission (and flow) capacity constraint: 
 

𝔇𝔇ℭℜ𝔅𝔅ℒℒ̂𝓉𝓉 ∙ 𝓏𝓏𝔅𝔅ℒℒ̂
𝓉𝓉𝓉𝓉 −�(𝒻𝒻𝔅𝔅ℒℒ̂𝓉𝓉 + 𝒻𝒻𝔅𝔅ℒ̂ℒ𝓉𝓉)

ℒ̂

≥ 0    ∀ 𝔅𝔅,ℒ, ℒ̂,𝓉𝓉 

(1.5) 
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Equation (1.5) only has one new parameter: 
 
 𝔇𝔇ℭℜ𝔅𝔅ℒℒ̂𝓉𝓉 the dynamic capacity rating of the lines or pipes. 
 
Equation (1.5) ensures that the capacity of the transmission (or flow) is sufficient to accommodate the 
movement within that arc. The dynamic capacity rating embeds the weather data into the capacity, such 
that changes are automatically detected by WIS:dom®-P. For some transmission, the dynamic capacity 
rating is unity (e.g. underground HVDC transmission lines). The summation in the constraint encodes the 
fact that if capacity is expanded in one direction, it can be utilized in the other direction. This links directly 
to the objective function [Eq. (1.1)] and explains the cost allocation multiplier (𝒬𝒬𝔅𝔅ℒℒ̂

𝓉𝓉𝓉𝓉 ), since the summation 
results in a double counting within the capacity matrix and the notion that costs might be spread over more 
than the two end points. Equation (1.5) can be simplified by removing the 𝒻𝒻𝔅𝔅ℒ̂ℒ𝓉𝓉 term from the summation, 
which results in a computational speed up. The trade-off is that (particularly for electric transmission) the 
lines are not able to move power in both directions; resulting in higher costs and lower benefits to 
geographic diversity of resources. 
 
Equation (1.5) only constrains the flows to be within capacities. There are three more fundamental 
constraints for transmission and flows. They represent the delivery of the product (electricity, fuel or 
chemical) at each location at each time step (without fail), conservation of current (or mass), and losses 
(electric or leakage). Equation (1.6.1) defines the delivery of the product and Eq (1.6.2) defines the 
conservation of current (or mass): 
 

𝒻𝒻ℒ𝓉𝓉𝔅𝔅
� −�(𝒻𝒻𝔅𝔅ℒ̂ℒ𝓉𝓉 − 𝒻𝒻𝔅𝔅ℒℒ̂𝓉𝓉)

ℒ̂

= 0    ∀ 𝔅𝔅,ℒ, 𝓉𝓉 

(1.6.1) 
 

�𝒻𝒻ℒ𝓉𝓉𝔅𝔅
� = 0

ℒ

    ∀ 𝔅𝔅,𝓉𝓉 

(1.6.2) 
 

Equation (1.6.1) ensures delivery of products to each node at each time step. Implicitly, it also obeys 
conservation of current (or mass); but to ensure it always does (reducing the impact of solver tolerance), Eq. 
(1.6.2) is used so that the sum of all nodes at each time step is zero. Essentially, Eq. (1.6.1) is tracking the 
flows in and out of the nodes using the flow matrices (Kirchhoff’s current law for electric transmission). In 
Eq. (1.3) the flows are transmission line flows and the nodes represented are denoted 𝒻𝒻ℒ𝓉𝓉𝓉𝓉𝓉𝓉� . 
 
The final constraint is to define the losses when flows are occurring. Typically, WIS:dom®-P assumes leakage 
is zero, but electrical losses existing in transmission lines. The mathematical description of the flow losses is 
given by Eq. (1.7): 
 

𝒻𝒻ℒ𝓉𝓉𝔅𝔅ℓ
� −���1 − ℓ𝔅𝔅ℒ̂ℒ𝓉𝓉

𝔅𝔅ℓ � ∙ 𝒻𝒻𝔅𝔅ℒ̂ℒ𝓉𝓉�
ℒ̂

= 0    ∀ 𝔅𝔅,ℒ,𝓉𝓉 

(1.7) 
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Equation (1.7) contains a new parameter: 
 

ℓ𝔅𝔅ℒ̂ℒ𝓉𝓉
𝔅𝔅ℓ  is the flow losses for each time step along each arc for each of the flow assets. For example, in 

Eq. (1.3) it is represented as 𝒻𝒻ℒ𝓉𝓉ℓ�  because (typically) WIS:dom®-P assumes the others to be zero. 
 
Equation (1.7) allows WIS:dom®-P to compute the losses that occur within all flow parameters, but in 
particular completes the electric transmission equations by ensuring Kirchhoff’s voltage law is adhered to. 
If leakage is required for product flows, this would be modeled in these equation sets by defining the values 
for ℓ𝔅𝔅ℒ̂ℒ𝓉𝓉

𝔅𝔅ℓ . The values do not necessarily change with time, but they do for transmission power flow because 
of the weather influencing the conditions around the lines.  
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1.6 Electric Storage 
 
Electric storage is crucial for future pathways of the electric grid. As a technology it performs in a completely 
different way to all conventional generation; because it is not generation. The electric storage must consume 
electricity from the grid before it can release it onto the grid. If no losses are assumed, it will balance 
consumption and supply (with charge remaining in storage). However, in reality there are conversion 
inefficiencies when charging and discharging; there are self-discharge rates; depth-of-discharge constraints; 
and weather-dependent operational characteristics.  
 
Within WIS:dom®-P there is a distinction between utility-scale and distributed-scale electric storage (𝜂𝜂 =
{𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆,𝐷𝐷𝑈𝑈𝐷𝐷𝑈𝑈𝑆𝑆. 𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆}) and they are modeled separately; however, the mathematical operational 
defining behaviors are within the same set of equations. The distributed-storage will act in concert with the 
other DER equations resulting in a change to the grid-edge performance. 
 
Equation (1.3) only interacts with storage via the term ∑ �(1 − ℓ𝔏𝔏𝓉𝓉𝓈𝓈 ) ∙ ∑ �𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 − ℭ𝛼𝛼𝔏𝔏𝓉𝓉�𝛼𝛼 �𝔏𝔏∈ℒ , which models the 
discharge and charging of the storage fleet and accounting for transmission losses. More equations are 
required to constrain how the electric storage operates. Equation (1.8) defines the power capacity of each 
electric storage facility: 
 

Λ𝛼𝛼 ∙ ���𝓎𝓎𝛼𝛼𝛼𝛼𝔏𝔏 − �1 − ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝓉𝓉𝓈𝓈 � ∙ ℭ𝛼𝛼𝔏𝔏𝓉𝓉 − 𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

�  ≥ 0   ∀ 𝜂𝜂,ℒ, 𝓉𝓉,𝛼𝛼 = {𝑝𝑝𝑆𝑆𝑝𝑝𝑆𝑆𝑆𝑆} 

(1.8) 
 
In Eq. (1.8) there is two new parameters: 
 

ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝓉𝓉𝓈𝓈  is the electric losses encountered when charging storage; these can include AC to DC conversion 
losses, parasitic load for cooling/heating, or inefficiencies in converting electricity into chemical bonds; 

 Λ𝛼𝛼 is the adjustment factor for the DER subroutine. 
 
Equation (1.8) simply states that the power capacity (𝛼𝛼 = {𝑝𝑝𝑆𝑆𝑝𝑝𝑆𝑆𝑆𝑆}) of each storage facility must exceed the 
peak charge or discharge rate. The equation ensures that the WIS:dom®-P model correctly tracks where the 
binding constraint comes from (either charging or discharging) and (via the objective function) accounts 
for the costs associated with the need for larger inverters to facilitate the power requirements of charging 
or discharging at higher rates. As with previous equations, the weather-dependency appears in the loss 
(ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝓉𝓉𝓈𝓈 ) term, as more cooling (heating) may be required at higher (lower) temperatures. The distribution-
scale electric storage can be activated and deactivated by the parameter Λ𝛼𝛼, which is related to the DER 
subroutine adjustment factors. 
 
Electric storage must hold energy to be worthwhile, and to model this in an efficient manner WIS:dom®-P 
utilized a set of three related equations, namely Eqs (1.9.1) – (1.9.4): 
 

Λ𝛼𝛼 ∙ ���𝓎𝓎𝛼𝛼𝛼𝛼𝔏𝔏 − 𝔈𝔈𝛼𝛼𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

�  ≥ 0   ∀ 𝜂𝜂,ℒ, 𝓉𝓉,𝛼𝛼 = {𝑆𝑆𝑒𝑒𝑆𝑆𝑆𝑆𝑆𝑆𝑈𝑈} 

 
(1.9.1) 
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𝒜𝒜𝛼𝛼 ∙ Λ𝛼𝛼 ∙ ���𝓎𝓎𝛼𝛼′𝛼𝛼𝔏𝔏 ∙ ℌ𝛼𝛼𝔏𝔏 − 𝓎𝓎𝛼𝛼′′𝛼𝛼𝔏𝔏�
𝔏𝔏∈ℒ

�  ≥ 0   ∀ 𝜂𝜂,ℒ, 𝓉𝓉,𝛼𝛼′ = {𝑝𝑝𝑆𝑆𝑝𝑝𝑆𝑆𝑆𝑆},𝛼𝛼′′ = {𝑆𝑆𝑒𝑒𝑆𝑆𝑆𝑆𝑆𝑆𝑈𝑈} 

(1.9.2) 
 
 

Λ𝛼𝛼 ∙ ���𝔈𝔈𝛼𝛼𝔏𝔏𝓉𝓉 − �𝒽𝒽 ∙ �1 − ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝓉𝓉𝓈𝓈 � ∙ ℭ𝛼𝛼𝔏𝔏𝓉𝓉 − 𝒽𝒽 ∙ �1 + ℓ𝛼𝛼𝔏𝔏𝓉𝓉
𝒻𝒻𝓈𝓈 � ∙ 𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 + �1 − ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝒾𝒾𝓈𝓈 � ∙ ℭ𝛼𝛼𝔏𝔏(𝓉𝓉−1)��

𝔏𝔏∈ℒ

� = 0   ∀ 𝜂𝜂,ℒ, 𝓉𝓉 

 
(1.9.3) 

 

Λ𝛼𝛼 ∙ ���𝔈𝔈𝛼𝛼𝔏𝔏𝓉𝓉 − �1 − 𝒹𝒹ℴ𝒹𝒹𝛼𝛼𝔏𝔏� ∙ 𝓎𝓎𝛼𝛼𝛼𝛼𝔏𝔏�
𝔏𝔏∈ℒ

� ≥ 0   ∀ 𝜂𝜂,ℒ, 𝓉𝓉,𝛼𝛼 = {𝑆𝑆𝑒𝑒𝑆𝑆𝑆𝑆𝑆𝑆𝑈𝑈} 

(1.9.4) 
 
The Eqs (1.9.1) – (1.9.4) contains five new (exogenous) parameters: 
 

𝒜𝒜𝛼𝛼 an activation parameter, if the user wishes to enforce a specific number of hours of storage to be 
modeled; 

 ℌ𝛼𝛼𝔏𝔏 the number of hours of storage allowed for specific sites; 
ℓ𝛼𝛼𝔏𝔏𝓉𝓉
𝒻𝒻𝓈𝓈  the electric losses encountered when discharging storage; these can include DC to AC conversion 

losses, parasitic load for cooling/heating, or inefficiencies in converting chemical bonds into electricity; 
ℓ𝛼𝛼𝔏𝔏𝓉𝓉𝒾𝒾𝓈𝓈  the electric losses encountered due to self-discharge; these can include parasitic load for 
cooling/heating or leakage of chemical bonds breaking down; 

 𝒹𝒹ℴ𝒹𝒹𝛼𝛼𝔏𝔏 is the depth of discharge allowed for each of the storage facilities. 
 
Equations (1.9.1) – (1.9.4) contain a single new (endogenous) variable: 
 
 𝔈𝔈𝛼𝛼ℒ𝓉𝓉 = ∑ 𝔈𝔈𝜂𝜂𝔏𝔏𝓉𝓉𝔏𝔏∈ℒ  is the energy stored in each storage facility at each time step.  
 
Equation (1.9.1) dictates that the model must install enough electric storage capacity (in terms of energy) 
that exceeds the amount ever stored. This equation is directly linked to the objective function through the 
cost of electricity storage, enabling WIS:dom®-P to determine the trade-off between power and energy in 
a storage facility along with the grid requirements of that storage facility. Equation (1.9.2) is an optional 
constraint that requires WIS:dom®-P to install storage in “blocks” of multiples of hours of storage (e.g. 4-
hour duration storage); meaning that if one of the variables changes the other must change in lock-step 
with the ratio multiplier. In general, WIS:dom®-P is run with this deactivated, and this allows the model to 
inform the user of the best trade-off between power and energy requirements of storage facilities. 
 
Equation (1.9.3) is the most important one of the storage subroutines as it tracks the amount of energy 
remaining in each storage facility for each time step. The equation highlights the importance of 
chronological, high-temporal granularity modeling, since the model needs to know what power and energy 
can be drawn upon at each site any given moment and this is dependent on the previous time periods via 
ℭ𝛼𝛼𝔏𝔏(𝓉𝓉−1). Equation (1.9.3) takes into account losses in charging, discharging and self-discharge, rather than 
simple round-trip efficiency. This enables WIS:dom®-P to embed weather details for different behavior 
patterns without altering the core code. 
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Finally, Eq. (1.9.4) informs WIS:dom®-P of any limitation in the amount the storage can be discharged to. 
This allows for the possibility of emergency reserve modeling, but also for general depth-of-discharge 
analysis. 
 
Typically, the self-discharge rate is assumed to be 1% per month, the conversion losses to and from storage 
are assumed to be 7% before weather-dependency, the number of hours of storage are only applied to 
distribution-scale storage (applied at 4-hours), and the depth-of-discharge is assumed to be 100%. 
 
Interestingly, as storage is accommodated in the modeling, the shape of the entire system adapts. The 
storage facilities are not there to reduce emissions or support renewables; rather they appear to support 
the system and gain profitability. The consequence of their appearance is typically reduced emissions 
because it can make use of low-cost electricity from VREs; however, it is more correlated with clean 
electricity, but even that is a weak correlation. The best metric appears to be system strain; when the 
electricity system has surplus capacity and generation, the storage will charge (and this generally marries 
with lower prices) and when there is a shortage of capacity and generation, the storage will discharge. Of 
course, these are relative terms, since the model can detect impending system strain and charge beforehand 
accordingly. Moreover, at low levels (<25%) of system strain (majority of the time), the storage behaves in 
the familiar diurnal charge-discharge cycling (in arbitrage mode). In moderate levels (25% - 50%) of system 
strain, the storage starts becoming more careful it its cycling with deeper charging cycles and longer 
duration discharge at lower power. Finally, in high levels (>50%) of system strain the storage discharges and 
acts as peaking generation, but very rarely charges. Note that utility-scale storage will charge more 
frequently at moderate levels of system strain to generate better revenues, while distribution-scale storage 
will charge more frequently at low levels of system strain to help avoid peak demand charges (more 
discussion on this in subsection 1.9). 
 
Figure 1.4 shows an example of storage performance vs the system strain metric (defined as average thermal 
generation utilization multiplied by average missing VRE generation utilization multiplied by load factor): 
 

   
 

Figure 1.4: An example of storage discharge (positive) and charge (negative) behavior with system strain (higher values are more 
binding system strain). Left panel is utility-scale storage and right panel is distribution-scale storage. 
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1.7 Generator Production Constraints 
 
The system of generators that the WIS:dom®-P model can choose from must always perform within 
operating parameters. For the optimization to understand these, constraints must be imposed. The 
following equation sets will force WIS:dom®-P to obey maximum production, minimum production, 
maximum up and down times, and ramping conditions. These equations are generalized to include the 
WIS:dom®-P description of unit commitment, which can be activated and deactivated by the user. 
 
The first equation set, Eq. (1.10), is to ensure that each power plant does not exceed its maximum 
production. This will take into account the capacity of the generator, the probability of availability, refueling 
schedule (nuclear), river flow (hydroelectric), water availability, ambient air temperature, and the power 
factor: 
 

�{𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓍𝓍 ∙ [(1 − Δ) ∙ 𝓍𝓍𝒯𝒯𝔏𝔏 + Δ ∙ 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉] − 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉}
𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ, 𝓉𝓉 

(1.10) 
 
Equation (1.10) includes a new (exogenous) parameter: 
 

𝒫𝒫𝒯𝒯ℒ𝓉𝓉𝓂𝓂𝓂𝓂𝓍𝓍 is the percentage of the installed capacity that is available for generating electricity for each 
time step. 

 
Equation (1.10) also introduces a new (endogenous) variables: 
 

𝜉𝜉𝒯𝒯ℒ𝓉𝓉 is the unit commitment variable for the amount of capacity that is committed at the current time 
step. Note that if unit commitment is deactivated, this variable is irrelevant. 
 

The only role of Eq. (1.10) is to guarantee that the production of electricity at each generation power plant 
does not exceed its installed capacity and any limitations on its capacity at each time step (from refueling, 
water availability, power factor, river flow, temperature of air and water). Note that the parameter 𝒫𝒫𝒯𝒯ℒ𝓉𝓉𝓂𝓂𝓂𝓂𝓍𝓍 
includes all the limitations, and as such the WIS:dom®-P model within the optimization does not change 
the limitations placed on the generators; however, in between the optimizations (investment periods) the 
algorithm updates the limitations based upon the changing generation mix. Equation (1.10) applies to all 
generation technologies. There is no need to have storage perform unit commitment (there are no startup 
costs); however, it is possible to expand all equations to include it if necessary. 
 
The second equation set, Eq (1.11), ensures that the power plants operate above the minimum output level. 
There is no equivalent equation set for storage because it is assumed that there is no minimum operating 
floor. The equation set changes form when unit commitment is activated or deactivated: 
 

��Δ ∙ �𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉 − 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃 ∙ 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉� + (1 − Δ) ∙ ��
𝒽𝒽 ∙ 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉

8760
𝓉𝓉

− 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓃𝓃�������� ∙ 𝓍𝓍𝒯𝒯𝔏𝔏��
𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ,𝓉𝓉 

(1.11) 
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Equation (1.11) introduces two new (exogenous) parameters: 
 

𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃 the minimum allowed generation at each time step based upon operating parameters; 
 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓃𝓃������� the average minimum allowed generation over the entire optimization horizon. 
 
Due to the linear nature of this formulation within WIS:dom®-P, when unit commitment is deactivated the 
minimum generation constraint becomes an average capacity factor constraint for that generator across 
the year. When unit commitment is activated, the constraint becomes a time-dependent function for the 
generators. 
 
The next equation set controls how WIS:dom®-P can change the output of the generators based on previous 
timesteps (known as ramping). It is well understood that some generators might be able to ramp up 
(increase generation) at a different rate than they can ramp down (decrease generation). Thus, WIS:dom®-
P contains a pair of equations, one for up ramp and one for down ramp.  
 
For the up ramp, we have: 
 

��
Δ ∙ �𝒰𝒰ℛ𝒯𝒯𝔏𝔏𝓉𝓉 ∙ (𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉) + 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃 ∙ (𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜓𝜓𝒯𝒯𝔏𝔏𝓉𝓉)� +

(1 − Δ) ∙ 𝒰𝒰ℛ𝒯𝒯𝔏𝔏𝓉𝓉 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏 − �𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉 − 𝓅𝓅𝒯𝒯𝔏𝔏(𝓉𝓉−1)�
�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ,𝓉𝓉 

(1.12.1) 
 
For the down ramp, we have: 
 

��
Δ ∙ �𝒟𝒟ℛ𝒯𝒯𝔏𝔏𝓉𝓉 ∙ (𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉) + 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃 ∙ (𝜓𝜓𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉)� +

(1 − Δ) ∙ 𝒟𝒟ℛ𝒯𝒯𝔏𝔏𝓉𝓉 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏 + �𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉 − 𝓅𝓅𝒯𝒯𝔏𝔏(𝓉𝓉−1)�
�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ, 𝓉𝓉 

(1.12.2) 
 

Equations (1.12.1) and (1.12.2) introduce two new (exogenous) parameters: 
 

𝒰𝒰ℛ𝒯𝒯𝔏𝔏𝓉𝓉 the amount per time step that the generator can ramp up by as a percentage of the installed 
capacity; 
𝒟𝒟ℛ𝒯𝒯𝔏𝔏𝓉𝓉 the amount per time step that the generator can ramp down by as a percentage of the installed 
capacity. 

 
Equations (1.12.1) and (1.12.2) also introduce two new (endogenous) variables: 
 

𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉 the unit commitment variable for the generation capacity started in the current time step; 
𝜓𝜓𝒯𝒯𝔏𝔏𝓉𝓉 the unit commitment variable for the generation capacity shutdown in the current time step. 

 
The purpose of Eqs (1.12.1) and (1.12.2) is to stop the generation technologies from over performing in 
terms of changing its generation. These equations only apply to generation that are constrained on 
timescales longer than the dispatch frequency of the model. These are typically thermal units, such as coal, 
natural gas combined cycle, natural gas combustion turbines, nuclear (traditional, SMR and MSR), 
hydroelectricity, geothermal/biomass, and natural gas with CCS. 
 
The unit commitment generalization must account for the possibility of generation being started or 
shutdown at any given time step. This means that the ramping constraints must accommodate power plants 
starting up to above the minimum generation or shutting down from above the minimum generation. In 
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WIS:dom®-P a simplifying assumption is used to assume that any power plants starting up or shutting down 
must be at the minimum generation level. This is to ensure that generators do not shut down and turn on 
to circumvent the ramping constraints. The assumption also ensures that the constraint remains convex for 
solver efficiency. 
 
The final equation set controls the amount of time a generator must be running for before it can be shut 
down and the time a generator must be shut down before it can be brought back online again. These are 
known as the minimum up and down times, respectively. The equations are in the form of rolling summation 
windows. 
 
The minimum up time is described by: 
 

Δ ∙��𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉 −  � 𝜙𝜙𝒯𝒯𝔏𝔏�̂�𝓉

𝓉𝓉

�̂�𝓉=𝓉𝓉−𝓉𝓉𝓊𝓊𝓅𝓅

�
𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ, 𝓉𝓉 

(1.13.1) 
 

The minimum down time is described by: 
 

Δ ∙��𝓍𝓍𝒯𝒯𝔏𝔏 − 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉 −  � 𝜓𝜓𝒯𝒯𝔏𝔏�̂�𝓉

𝓉𝓉

�̂�𝓉=𝓉𝓉−𝓉𝓉𝒹𝒹𝓌𝓌𝓃𝓃

�
𝔏𝔏∈ℒ

≥ 0    ∀ 𝒯𝒯,ℒ, 𝓉𝓉 

(1.13.2) 
 
Equations (1.13.1) and (1.13.2) are only invoked when unit commitment is activated. There are two new 
(exogenous) parameters in these equations: 
 
 𝓉𝓉𝓊𝓊𝓅𝓅 the amount of time that generators must be online for; 
 𝓉𝓉𝒹𝒹𝓌𝓌𝓃𝓃 the amount of time that generators must be offline for. 
 
Equation (1.13.1) essentially sums the capacity that have been started in each technology category at each 
site in the preceding time steps and ensures that the capacity committed exceeds this; ensuring that 
generation started in the window remain generating until their minimum up time has expired. Equation 
(1.13.2) is also summing, but the shutdown capacity and tracks this versus the installed capacity minus the 
committed capacity. Thus, ensuring that generation capacity remains offline for the allotted amount of time. 
The minimum up and down time only typically applies to thermal generators. It should be noted that the 
unit commitment description in WIS:dom®-P assumes continuous capacity at each site (the standard linear 
relaxation). 
 
The data to determine the minimum and maximum generation as well as the ramping constraints is input 
from existing generator characteristics (explained in Section 2) and for new generation the data comes from 
numerous sources, such as NREL, EIA, commercial documents, PUC filings and other publicly available 
datasets. VCE® put all this data together and include them in the standard inputs. Note that any of the 
inputs is transferrable and adjustable by the user, by changing the standard inputs; these are then read back 
into WIS:dom®-P and can be resolved. 
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1.8 Planning & Load-following Reserves 
 

1.8.1 Planning Reserves  
 
There are many different ways to compute the planning reserve margins (PRM). There are typically two 
distinctions for capacity of thermal (or dispatchable) generation: the unforced capacity (UCAP) and the 
installed capacity (ICAP). In short, the UCAP takes into account the probability of outages a generator will 
have in any given time period. For variable generation, storage and DERs, the definitions are less formalized. 
WIS:dom®-P includes several different versions of the PRM formulations that can be enforced as a 
constraint, or simply determined in post-processing. These are different to an Effective Load Carrying 
Capacity (ELCC) computation1 that is solely a post-processing calculation in WIS:dom®-P; though it is 
embedded in the standard WIS:dom®-P PRM constraint, endogenously. 
 
The standard WIS:dom®-P PRM constraint enforced is written as: 
 

��

⎩
⎪
⎨

⎪
⎧ � [𝒰𝒰ℱ𝒯𝒯𝔏𝔏 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏]

𝒯𝒯∈𝐶𝐶𝐶𝐶𝐶𝐶𝑉𝑉

+ � 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉
𝒯𝒯∈𝑉𝑉𝑉𝑉𝑉𝑉

+��𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 − ℭ𝛼𝛼𝔏𝔏𝓉𝓉�
𝛼𝛼

+ 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+

⎭
⎪
⎬

⎪
⎫

𝔏𝔏∈ℒℒ∈ℛ

≥ ��[(1 + 𝒫𝒫ℛℳ𝔏𝔏) ∙ ℰ𝔏𝔏𝓉𝓉]
𝔏𝔏∈ℒℒ∈ℛ

     ∀ ℛ, 𝓉𝓉 

(1.14.1) 
 
The standard PRM constraint, Eq. (1.14.1), adds a new set: 
 
 ℛ the set of all regions that the PRM will be applied over; an aggregation of locations ℒ.  
 
There are two new (exogenous) parameters introduced in Eq. (1.14.1): 
 
 𝒰𝒰ℱ𝒯𝒯ℒ(= ∑ 𝒰𝒰ℱ𝒯𝒯𝔏𝔏𝔏𝔏∈ℒ ) is the unforced capacity weighting, which is unity minus the forced outage rate; 
 𝒫𝒫ℛℳℒ(= ∑ 𝒫𝒫ℛℳ𝔏𝔏𝔏𝔏∈ℒ ) is the planning reserve margin (PRM) that is enforced. 
 
Equation (1.14.1) states that the UCAP of dispatchable generation plus the net dispatch of variable 
generation, storage and DERs must exceed the demand scaled for the PRM at each time step throughout 
the modeling period. The formulation automatically takes into account the availability of the VREs (and any 
low production periods), while trying to avoid them, and ensures that there is enough capacity to meet the 
required reserves. It contains contributions from the DERs and storage automatically in a similar manner. It 
further connects the demand and VREs that are driven (at some level) by the same weather patterns. The 
first consequence of this choice is that the most difficult time period to provide the PRM shifts as the model 
installs different generation; which will inform VRE siting decisions about correlations with other generation 
(and demand) already outputting onto the grid. A secondary consequence of Eq. (1.14.1) is that the net load 
peak (after removing variable generation, storage and DERs) becomes the binding time periods for the 
requirement on the conventional generation; and even this time period shifts with new generation installed. 
A third consequence of Eq. (1.14.1) is that storage and DSM have two-way contributions to the PRM 
computation and can add to the demand requirement when they are “charging”. This ensure that the model 
understands that to be able to dispatch these generators it must have available energy; and it can only do 
that if they have consumed electricity at a previous timestep. 

                                                 
1 ELCC is the amount of load increase that a new VRE generation source can provide (or carry) before the Loss of Load Expectation (LOLE) is exceeded divided by 
the installed capacity of the new VRE. 

https://vibrantcleanenergy.com/


©Vibrant Clean Energy, LLC  Boulder, Colorado 
info@vibrantcleanenergy.com August 1st, 2020 VibrantCleanEnergy.com 

- 21 - 

 
A slightly different formulation of Eq. (1.14.1) disaggregates the demand-side resources and utility-scale 
resources for utility planning purposes. Essentially, planning for demand-side shifts that are enclosed within 
the PRM requirements, rather than contributors to the generation to provide for the PRM. This formulation 
is set out in Eq. (1.14.2): 
 

��

⎩
⎪
⎨

⎪
⎧ � [𝒰𝒰ℱ𝒯𝒯𝔏𝔏 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏]

𝒯𝒯∈𝐶𝐶𝐶𝐶𝐶𝐶𝑉𝑉

+ � 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉
𝒯𝒯∈{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝑉𝑉𝑉𝑉𝑉𝑉

+𝔇𝔇{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏𝓉𝓉 − ℭ{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏𝓉𝓉⎭
⎪
⎬

⎪
⎫

𝔏𝔏∈ℒℒ∈ℛ

≥ ���(1 + 𝒫𝒫ℛℳ𝔏𝔏) ∙ �
ℰ𝔏𝔏𝓉𝓉 + 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+ − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉−

+ ℭ{𝑑𝑑𝑢𝑢𝑑𝑑𝑢𝑢}𝔏𝔏𝓉𝓉 − 𝔇𝔇{𝑑𝑑𝑢𝑢𝑑𝑑𝑢𝑢}𝔏𝔏𝓉𝓉
−𝓅𝓅{𝑑𝑑𝑢𝑢𝑑𝑑𝑢𝑢 𝑃𝑃𝑉𝑉}𝔏𝔏𝓉𝓉

��
𝔏𝔏∈ℒℒ∈ℛ

     ∀ ℛ, 𝓉𝓉 

(1.14.2) 
 
The disadvantage of Eq. (1.14.2) is that it over emphasizes reserve needs in some instances and 
underemphasizes them in others. For example, it would increase PRM needs for DSM charging, but decrease 
it for DSM discharging. Thus, it assumes it is always contained within the demand seen by the utility. The 
advantage is that Eq. (1.14.2) allows for the model to determine DER placement and dispatch strategically 
to reduce the burden on the utility-scale grid to provide excess capacity and transmission build-out to 
support such capacity. Note Eq. (1.14.2) is not the standard PRM constraint used in WIS:dom®-P; that is Eq. 
(1.14.1), but is included in the model to determine how it might change planning decisions.  
 
There are two other formulations that are included in WIS:dom®-P for the PRM constrain (or evaluation) 
that can be activated; however, these both necessitate the de-coupling of load and generation from 
concurrent datasets. Both of the formulations are stricter than the previous ones because they depend on 
both longer-term records of data and minimum contributions from VREs.  
 
These formulations are typically used to evaluate the “tails of distributions” rather than constraints for the 
PRM; but can be activated as constraints. The formulations derive the VRE contributions from long-term 
data sets.  
 
There are three VCE®-created datasets typically drawn from: 
 

1. Seven-year record of 3-km, 5-minute wind and solar potential generation over the 
contiguous USA (2013 – 2019); 

2. 11-year record of 13-km, hourly wind and solar potential generation over the North-
American domain (2006 – 2016); 

3. 175-year record of 30-km, hourly wind and solar potential generation over the globe (1840 
– 2015);  

 
These datasets are purposefully overlapping so that VCE® can adjust from the finest resolution to the 
coarsest resolution to try and remove biases as much as possible. All three datasets can be used 
simultaneously as well as individually. We will only write the mathematical notation assuming one dataset 
is used, but it is trivial to use all of them in the same formulation. 
 
The first of the two temporally decoupled PRM formulation is designed to embed the longer-term records 
without eroding the tractability of the WIS:dom®-P to solve in a reasonable amount of time. To that end, 
the formulation takes the minimum production for each time step (5-minutely or hourly) over the whole 
temporal extent for one of the VRE technologies and finds the complementary generation from the other 
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technologies. This will be repeated for all the VRE technologies. Thus, regardless of temporal extent, the 
number of equation sets is limited to the number of VRE technologies. Additionally, the user does not have 
to use the minimum value, one could choose any defined value (for example, P95, or P90, or P50) and the 
formulation is identical from a mathematical standpoint. 
 
Equation (1.14.3) defines the planning reserve margin computation as: 
 

���𝓅𝓅𝒯𝒯′𝔏𝔏𝓉𝓉
𝜇𝜇 + � 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉

𝜇𝜇�

𝒯𝒯 ∈ 𝑉𝑉𝑉𝑉𝑉𝑉\𝒯𝒯′
�

𝔏𝔏∈ℒℒ∈ℛ

+ 𝜖𝜖ℛ ≥ ��ℰ𝔏𝔏𝓉𝓉ℜ

𝔏𝔏∈ℒℒ∈ℛ

     ∀ ℛ, 𝓉𝓉 

 
(1.14.3) 

 
where 

ℰ𝔏𝔏𝓉𝓉ℜ = (1 + 𝒫𝒫ℛℳ𝔏𝔏) ∙ ℰ𝔏𝔏𝓉𝓉 − ∑ [𝒰𝒰ℱ𝒯𝒯𝔏𝔏 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏]𝒯𝒯∈𝐶𝐶𝐶𝐶𝐶𝐶𝑉𝑉 − ∑ �𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 − ℭ𝛼𝛼𝔏𝔏𝓉𝓉�𝛼𝛼 − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− + 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+  ∀ 𝔏𝔏,𝓉𝓉. 
 
The formulation in Eq. (1.14.3) states that the chosen generation probability (𝜇𝜇) for the VRE technology (𝒯𝒯′) 
defines the time slice where the generation from VREs is summed for the particular time step (𝓉𝓉). The 
summed generation must exceed the residual PRM adjusted load after accounting for conventional 
generation, storage, and DSM under the original weather year. Equation (1.14.3) will perform this procedure 
for all VRE technologies and for all time steps across the entire weather dataset. The 𝜖𝜖ℛ term allows for Eq. 
(1.14.3) to be adjusted as a “softer” constraint, where some residual amount of load is allowed to be lost. 
The term can be used to compute the metrics for cost of different reserve margins under various conditions. 
For the strongest constraint, one would set the term to zero (𝜖𝜖ℛ = 0). 
 
An illustration of how Eq. (1.14.3) would work (for the 175-year dataset) is as follows: Take the initial time 
step in the time series; That particular time step could be a minimum for wind production at that time step 
in year 80 (of the 175); The model takes all the other VRE generation from that year as the complements; 
The process would then move to the second time step, and repeat the procedure; but this time the minimum 
for wind could be year 12 (of the 175); once the process is completed for wind, all the other VRE technologies 
have the same procedure performed. 
 
The advantage of Eq. (1.14.3) is that it incorporates numerous years of weather data in a reduced form that 
is mathematically tractable. Some disadvantages persist. First, the minimum years (time step by time step) 
can jump around across the dataset. Secondly, the weather and demand are decoupled from each other. 
Finally, to understand the dynamics of conventional generation, storage and DSM, the original weather year 
time step data are used, which could underestimate their performance. Overall, however, it does provide a 
robust evaluation of the VRE contribution to planning reserve margins over a wide range of possible 
conditions.  
 
A final version of the PRM constraint or formulation is an even more conservative version of Eq. (1.14.3), 
where the minimum of each VRE technology over all the years for each time step is summed to meet the 
residual PRM adjusted load values. This is the strictest, and least physical, definition for the PRM, but would 
guarantee, if VREs are picked that they would not negatively impact reserves over the given dataset horizon. 
The disadvantage is that the constraint can be overly binding on selection of VREs, since the anti-correlation 
between resources is completely removed. With the 𝜖𝜖ℛ term, however, it becomes a useful metric to 
determine how robust a solution is under extreme non-correlated conditions. It also provides insight into 
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the value of the weather-driven patterns within the VRE generation mix. The definition of this particular 
formulation of the PRM equation set is given in Eq. (1.14.4): 
 

��� � 𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉
𝜇𝜇

𝒯𝒯 ∈ 𝑉𝑉𝑉𝑉𝑉𝑉

�
𝔏𝔏∈ℒℒ∈ℛ

+ 𝜖𝜖ℛ ≥ ��ℰ𝔏𝔏𝓉𝓉ℜ

𝔏𝔏∈ℒℒ∈ℛ

     ∀ ℛ, 𝓉𝓉 

 
(1.14.4) 

 
where 

ℰ𝔏𝔏𝓉𝓉ℜ = (1 + 𝒫𝒫ℛℳ𝔏𝔏) ∙ ℰ𝔏𝔏𝓉𝓉 − ∑ [𝒰𝒰ℱ𝒯𝒯𝔏𝔏 ∙ 𝓍𝓍𝒯𝒯𝔏𝔏]𝒯𝒯∈𝐶𝐶𝐶𝐶𝐶𝐶𝑉𝑉 − ∑ �𝔇𝔇𝛼𝛼𝔏𝔏𝓉𝓉 − ℭ𝛼𝛼𝔏𝔏𝓉𝓉�𝛼𝛼 − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− + 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+  ∀ 𝔏𝔏,𝓉𝓉. 
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1.8.2 Load Following Reserves  
 
The load following reserve (LFR) constraints in WIS:dom®-P are a strict set of conditions that the model 
must meet over (user-prescribed) geographic regions for all time steps. The formulation adapts between 
unit-commitment enabled and disabled variants. The formulation in WIS:dom®-P does not explicitly 
compute the individual power plant contributions to the LFR, but rather, ensures that it is available for each 
and every time step and region, without fail. Further, if the up and down LFR values are different, the model 
can embed that requirement within the same formulation; but the modeling does “wrap” all of the LFR 
components (regulation, fast frequency response, spinning reserves, operating reserves, or other naming 
convention or types of reserves that are sub-temporal resolution) into a single variable.  
 
Equation (1.15.1) describes the value that the LFR must exceed at all time steps. It should be noted that this 
LFR is endogenous in the WIS:dom®-P model and adapts as different components change. 
 

𝜚𝜚𝒮𝒮𝓉𝓉 ≥ ℒℱℛ𝒮𝒮 ∙ ���ℐℒ𝓉𝓉 + ��ℰ𝔏𝔏𝓉𝓉 + 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉+ − 𝓉𝓉𝔇𝔇𝔏𝔏𝓉𝓉− + ��ℭ𝛼𝛼𝔏𝔏𝓉𝓉�
𝛼𝛼

− 𝔇𝔇{𝑑𝑑𝑢𝑢𝑑𝑑𝑢𝑢}𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

�
ℒ∈𝒮𝒮

�      ∀ 𝒮𝒮, 𝓉𝓉 

(1.15.1) 
 

Equation (1.15.1), the LFR constraint, adds a new set: 
 
 𝒮𝒮 the set of all regions that the LFR will be applied over; an aggregation of locations ℒ.  
 
Equation (1.15.1) also introduces one new (exogenous) parameter: 
 

ℒℱℛ𝒮𝒮 the amount of Load Following Reserves (LFR) for region the elements of set 𝒮𝒮; typically defined 
as a percentage. 

 
Equation (1.15.1) introduces a single new (endogenous) variable: 
 

𝜚𝜚𝒮𝒮𝓉𝓉 the load following reserves being held derived from the modeling. 
 
Equation (1.15.1) can be duplicated for different up and down reserve requirements, if the contributions 
needed are different. This would lead to two endogenous variables, rather than a single one: 𝜚𝜚𝒮𝒮𝓉𝓉+  (up LFR) 
and 𝜚𝜚𝒮𝒮𝓉𝓉−  (down LFR). For the purposes of documentation, we only describe the mathematics for a reflective 
LFR constraint (same positive and negative components); but the WIS:dom®-P model can be provided with 
heterogenous components to the LFR without difficulty. Typically, the LFR requirement is set to 7% for all 
regions and time steps (ℒℱℛ𝒮𝒮 = 7% ∀ 𝒮𝒮). 
 
The down LFR constraint is described mathematically in Eq. (1.15.2): 
 

�����𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉 − Δ ∙ 𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃 ∙ 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉�
𝒯𝒯

+ 𝔇𝔇{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏𝓉𝓉 −𝒲𝒲𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒℒ∈𝒮𝒮

≥ 𝜚𝜚𝒮𝒮𝓉𝓉      ∀ 𝒮𝒮, 𝓉𝓉 

(1.15.2) 
 
Equation (1.15.2) is solved trivially when unit commitment is not activated, since production always exceeds 
demand in the WIS:dom®-P model. When unit commitment is activated, Eq. (1.15.2) is slightly harder to 
solve because of the minimum generation term. Equation (1.15.2) is simply stating that the generators must 
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be able to turn down production enough to cover the load following reserves without dropping below the 
minimum allowable production of the generation fleet committed at each time step. 
 
The up LFR constraint is described mathematically in Eq. (1.15.3): 
 

���
� {𝒫𝒫𝒯𝒯𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓍𝓍 ∙ [(1 − Δ) ∙ 𝓍𝓍𝒯𝒯𝔏𝔏 + Δ ∙ 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉] −𝓅𝓅𝒯𝒯𝔏𝔏𝓉𝓉}

𝒯𝒯\𝑉𝑉𝑉𝑉𝑉𝑉

+�𝓎𝓎{𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝}{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏 − ℭ{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏𝓉𝓉 − 𝔇𝔇{𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢}𝔏𝔏𝓉𝓉� + 𝒲𝒲𝔏𝔏𝓉𝓉

�
𝔏𝔏∈ℒℒ∈𝒮𝒮

≥ 𝜚𝜚𝒮𝒮𝓉𝓉      ∀ 𝒮𝒮, 𝓉𝓉 

(1.15.3) 
 

Equation (1.15.3) is more complicated than Eq. (1.15.2) because the ability to have up LFR is generally more 
difficult to achieve. The formulation of Eq. (1.15.3) states that the difference between the committed (or 
installed, if UC not activated) capacity and generation from non-VRE technologies and storage along with 
curtailed VRE generation must be greater than the required up LFR for each time step. What this represents 
is enough “head room” to increase production by the LFR at any instant to cover events that could occur on 
the electricity grid. Implicitly, Eq. (1.15.3) allows VREs to contribute to the up LFR only if there is excess 
(curtailed) production occurring.  
 
It is also noted that utility-scale storage is included in Eq. (1.15.3), which must be treated with care because 
there must be energy stored to dispatch. WIS:dom®-P overcomes this issue by having a depth of discharge 
constraint, Eq. (1.9.4), that ensures some level of emergency energy is held at all times (if depth of discharge 
is elevated above manufacturer required levels). Further, Eq. (1.15.1), along with Eq. (1.15.3), contains 
charging for utility-scale storage, which WIS:dom®-P can adjust to help ensure LFR is provided for every 
time step. Further, it guarantees that combinations of charging and discharging do not exceed the capacity 
available when considering LFR contributions.  
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1.9 Distribution Energy Resources (& Co-optimization) 
 

1.9.1 DER Technologies 
 
For modern grid planning purposes, it is essential to consider the distribution system and how it connects 
and interacts with the utility-scale grid. For WIS:dom®-P, it is not possible to model the entire utility-scale 
grid (down to 69-kV) and the entirety of the distribution system with all the lines, consumers and resources. 
To represent the distribution system, WIS:dom®-P employs a parameterization method whereby it assumes 
all loads on the distribution system are located at the 69-kV substation. The same logic is applied to 
distributed energy resources (DERs, except distributed solar PV) and the distribution infrastructure. To do 
this, WIS:dom®-P ingests the 3-km resource data and aggregates the resource data to the nearest 69-kV 
bus. Thus, WIS:dom®-P considers the infrastructure, demand profiles, flexibility available, and generation 
potential for the distribution grid explicitly within the model; but does not explicitly disaggregate exact 
siting or distribution line build out. Rather, it implicitly includes the cost and losses for distribution based 
on the resource potential analysis.  
 
The technologies available to WIS:dom®-P defined as Distribution Energy Resources (DERs) are: 
 

1. Residential rooftop solar PV; 
2. Commercial rooftop solar PV; 
3. Industrial rooftop solar PV; 
4. Community solar PV; 
5. Demand Side Management (DSM); 
6. Demand Response (DR); 
7. Distributed-scale battery storage (BTM & FTM Storage); 
8. Energy Efficiency (EE). 

 
The distributed-scale battery storage has already been covered in Section 1.6. The solar PV acts in the same 
way as the utility-scale except that transmission interconnection is only required at the 69-kV bus and the 
technologies (and tilt/azimuth) are dictated by the land-use, roof slopes, and other locational factors. That 
means there are less technology options available to WIS:dom®-P for distributed solar PV compared with 
utility-scale (see Section 2).  
 
Demand Side Management (DSM), Demand Response (DR) and Energy Efficiency (EE) can all be modeled 
endogenously within WIS:dom®-P. For EE, there is also the option to provide exogenous reductions to the 
demand profiles and turn off the endogenous functionality. For both DSM and DR, the quantity of each can 
be prescribed, but the operation is always endogenous (except when deactivated or made not available). 
 
For EE there is a normalized curve shape for each region that is exogenous that can be applied for a specific 
cost per unit of peak reduction ($/MW). The curve would apply to the demand profile within each region 
and reductions would be multiplicative of the cost. The model also requires an upper bound for the amount 
of EE that can be applied within each region. The cost of such additions have not been described in Eq. (1.1) 
because almost always these EE decisions are assumed within the load shape “a priori”, due to the fact that 
all modeling chooses EE up to the upper bound when available.  
 
For completeness, we show the endogenous equations for EE with Eq. (1.16) if a user wishes it to be 
endogenous within their modeling. 
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ℰℒ𝓉𝓉 = ℰℒ𝓉𝓉� −𝓇𝓇{ℰℰ}ℒ𝓉𝓉

− , 𝓇𝓇{ℰℰ}ℒ𝓉𝓉
− = Υℒ ∙ ℰℰℒ𝓉𝓉 , Υℒ < Υℒ�, ∀ ℒ, 𝓉𝓉 

(1.16) 
 
In addition to Eq. (1.16) a new element of the set 𝔇𝔇 would be activated for the EE technologies. This would 
then apply costs in term 𝒽𝒽 ∙ ∑ ∑ �𝒱𝒱𝔇𝔇ℒ𝓉𝓉𝔇𝔇 ∙ 𝓇𝓇𝔇𝔇ℒ𝓉𝓉− �𝓉𝓉𝔇𝔇  in Eq. (1.1), where 𝒱𝒱{ℰℰ}ℒ𝓉𝓉

{ℰℰ} = 𝒞𝒞ℒ
ℰℰ

∑ ℰℰℒ𝓉𝓉𝓉𝓉
 converts the cost of the 

EE in terms of 𝒞𝒞ℒℰℰ (the capital cost of the EE applied) to a cost per unit of electricity reduced. Note that ℰℒ𝓉𝓉�  
is purely a re-labeling of ℰℒ𝓉𝓉 due to the introduction of EE. 
 
Equation (1.16) introduces two new (exogenous) parameters: 
 

ℰℰℒ𝓉𝓉 the normalized reductions for each region at each time step for each investment of EE; 
Υℒ� the upper bound for the capacity of EE for each region. 

 
Equation (1.16) introduces a single new (endogenous) variable: 
 

Υℒ the capacity of EE that is being deployed in each region. 
 
Demand Response (DR) is mathematically very similar to the EE formulation with some important 
alterations. Demand Response programs can differ depending on the jurisdiction, but in general they follow 
the same two possible principles: (1) a utility (or grid control entity) pays for a capacity of DR that can be 
executed for a maximum set number of hours (or electricity) per year calendar year for no additional cost; 
(2) A DR provider agrees to participate in a program that is offered a price per time period to reduce 
demand, but does not need to agree to reduce demand. Type (2) of the DR program is covered in 
WIS:dom®-P as a DSM entity rather than a DR one, which will be described in the next page. For type (1), 
WIS:dom®-P includes constraints to model the DR program effectively: 
 

𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉
− < 𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉

−� ∙ Ωℒ , Ωℒ < Ωℒ� , ∀ ℒ, 𝓉𝓉 
(1.17.1) 

 
�𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉

−

𝓉𝓉

< Ωℒ ∙ ℌℒ     ∀ ℒ, 𝓉𝓉 

(1.17.2) 
 
Equations (1.17.1) and (1.17.2) ensure that DR is modeled as a resource that can be dispatched to reduce 
demand [through Eq.(1.3)].  
 
Equations (1.17.1) and (1.17.2) introduce three new (exogenous) parameters: 
 

Ωℒ�  the upper bound for the capacity of DR for each region; 
𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉
−�  is a restriction to when the DR can operate (fractional between zero and unity); 

ℌℒ the number of hours of capacity that DR can be operated in each region. 
 

Equations (1.17.1) and (1.17.2) introduce a single new (endogenous) variable: 
 

Ωℒ the capacity of DR that is being deployed in each region. 
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The endogenous variable Ωℒ can be supplied exogenously and fixed to a set capacity within WIS:dom®-P, 
if the user desires. Note that because 𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉

−  is endogenous, the cost application must be computed outside 

of the optimization (otherwise the model would be nonlinear). Therefore, 𝒱𝒱{𝒟𝒟ℛ}ℒ𝓉𝓉
{𝒟𝒟ℛ} = 𝒞𝒞ℒ

𝒟𝒟ℛ

ℌℒ
 must be supplied to 

the model as an input.  
 
The exogenous parameter 𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉

−�  allows WIS:dom®-P to receive information about when DR can be 
operated. If it is unity for all time steps, then WIS:dom®-P can use the DR to any level (under the capacity) 
at any time, as long as the summation is below the value in Eq. (1.17.2). A drawback to setting the parameter 
to unity is that the model could utilize a small amount of DR for many time steps, something that is not 
representative of current program functionality; this would essentially mimic EE. More appropriately, setting 
the parameter 𝓇𝓇{𝒟𝒟ℛ}ℒ𝓉𝓉

−�   to varying values allows for a more representative description of possible seasonal 
or month programs; basically, providing a shape for the DR to be constrained by. Thus, giving the model 
more information to utilize the technology/asset appropriately.  
 
Demand Side Management (DSM) is an important feature of the WIS:dom®-P model. A substantial  effort 
has been made to represent possible demand flexibility using DSM for existing and electrified profiles using 
the weather dataset that VCE® has created for its modeling. The main difference (mathematically and 
operationally) between DSM and DR or EE is that the electricity that is not served in a specific time step 
must be provided for at some other time step; and this must happen within some pre-determined window 
of time. In other words, DSM is more of a hybrid between storage and DR. It is often referred to as “demand 
shifting”. Equations (1.18.1) – (1.18.3) describe how WIS:dom®-P incorporates DSM within its algorithms. 
 

� (𝓇𝓇𝔇𝔇ℒ𝓉𝓉+ − 𝓇𝓇𝔇𝔇ℒ𝓉𝓉− )
𝑡𝑡

�̂�𝑡=𝑡𝑡−Τ𝔇𝔇

≥ 0, ∀ 𝔇𝔇\{𝒟𝒟ℛ,ℰℰ},ℒ, 𝓉𝓉 

(1.18.1) 
 

�(𝓇𝓇𝔇𝔇ℒ𝓉𝓉+ − 𝓇𝓇𝔇𝔇ℒ𝓉𝓉− )
𝑡𝑡

= 0, ∀ 𝔇𝔇\{𝒟𝒟ℛ,ℰℰ},ℒ 

(1.18.2) 
 

𝓇𝓇𝔇𝔇ℒ𝓉𝓉+ < 𝓇𝓇𝔇𝔇ℒ𝓉𝓉+� , 𝓇𝓇𝔇𝔇ℒ𝓉𝓉− < 𝓇𝓇𝔇𝔇ℒ𝓉𝓉−� , ∀ 𝔇𝔇\{𝒟𝒟ℛ,ℰℰ},ℒ, 𝓉𝓉  
(1.18.3) 

 
Equations (1.18.1) - (1.18.3) introduce three new (exogenous) parameters: 
 
 Τ𝔇𝔇 the number of time steps that the DSM asset can shift electricity by; 

𝓇𝓇𝔇𝔇ℒ𝓉𝓉+�  the profile that dictates how much each DSM asset can increase consumption by; 
𝓇𝓇𝔇𝔇ℒ𝓉𝓉−�  the profile that dictates how much each DSM asset can decrease consumption by. 

 
Equation (1.18.1) is a rolling window of time for each DSM asset that requires the increase in demand to 
always meet or exceed the decrease in demand. This ensures that the electricity is always replenished within 
the required timespan. The Τ𝔇𝔇 is actually more detailed than appearances make out: it is dictated not only 
by user parameters, but is also refined using the weather datasets to compute heat losses and other factors 
for different DSM assets. For example, if there is extreme cold, the time to replenish space heating is 
significantly reduced compared with milder temperatures. The purpose of this factor is to not unrealistically 
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assume that loads are flexible in the same manner at all time steps; the model needs the description of 
difficult events to manage them. 
 
The standard timespans used for the largest DSM assets are as follows (before weather adjustment): 
 

a. 𝛵𝛵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is four hours; 
b. 𝛵𝛵𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐 ℎ𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑒𝑒 is four hours; 
c. 𝛵𝛵𝑤𝑤𝑐𝑐𝑡𝑡𝑐𝑐𝑤𝑤 ℎ𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑒𝑒 is six hours; 
d. 𝛵𝛵𝑡𝑡𝑤𝑤𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐𝑤𝑤𝑡𝑡 is twenty-four hours. 

 
Equation (1.18.2) guarantees that WIS:dom®-P will always create a balanced DSM asset over the entire 
production cost analysis. Note that there are periodic boundaries between the initial and final time steps in 
the production cost component of the modeling for all temporal constraints.  
 
Equation (1.18.3) provides WIS:dom®-P with data about how much of a DSM asset can be dispatched at 
each time step. Again, similar to Τ𝔇𝔇, the weather dataset and electric utilization are used to embed data for 
WIS:dom®-P to make decisions with. For example, if there is an extreme cold weather phenomenon and the 
location has heat pumps as the space heating technology, then the space heating may have zero ability to 
increase demand (over heat the building stock) and may only have a small ability to reduce demand (before 
the building stock becomes too cold). This additional information results in WIS:dom®-P being able to plan 
and navigate difficult conditions in a robust manner without relying on flexibility that might not be available. 
Further, it may also be able to use the DSM in concert with other DERs to mitigate possible difficult 
conditions in a sophisticated manner that other modeling might not be able to resolve. 
 
  

https://vibrantcleanenergy.com/


©Vibrant Clean Energy, LLC  Boulder, Colorado 
info@vibrantcleanenergy.com August 1st, 2020 VibrantCleanEnergy.com 

- 30 - 

1.9.2 Distribution Co-optimization & Coordination 
 
A unique feature of WIS:dom®-P is its ability to resolve the utility-scale electricity grid with detailed 
granularity over large spatial domains. This unique feature has been expanded to allow for the model to 
co-optimize and coordinate the utility-scale electricity grid with the distribution grid. The tractability of such 
a co-optimization requires parameterization of all the distribution-level grid topology and infrastructure. 
Therefore, WIS:dom®-P disaggregates the DER technologies, but aggregates the distribution lines and other 
infrastructure as an interface (or “grid edge”) that electricity must pass across. The model does assign costs 
and can compute inferred capacities and distances from the solutions, but cannot (with current computation 
power) resolve explicitly all the infrastructure in a disaggregated manner. 
 
The main components of deriving the utility-distribution (U-D) interface are: 
 

a. Utility-observed peak distribution demand; 
b. Utility-observed peak distribution generation; 
c. Utility-observed distribution electricity consumption. 

 
The definition of “Utility-observed” is the appearance of the metric at 69-kV transmission substation or 
above. Below the 69-kV, the model is implicitly solving with combinations of DERs, and what remains is 
exposed to the utility-scale grid at the substation. Figure 1.5 is a schematic of how WIS:dom®-P represents 
the U-D interface and Fig. 1.6 displays an illustration of how the distribution co-optimization results in two 
distinct concerts playing out: DERs coordinating to reshape the demand exposed to the utility-scale (load 
shifting to supply) and utility-scale generation and transmission coordinating to serve the demand that 
appears at the 69-kV substation (supply shifting to load). 
 

 
 

Figure 1.5: A schematic picture of the U-D interface within the WIS:dom®-P modeling platform. 
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Figure 1.6: Example coordination at the distribution- and utility-scale within the WIS:dom®-P model. 
 
To generate an interface for the modeling requires the parameterization of the three components 
enumerated above. The U-D interface is added as option in the WIS:dom®-P model that can be activated 
or deactivated easily by the user (using the binary parameter Λ). The equations that define the U-D interface 
directly link to Eq. (1.1) via the term 
 

Λ ∙ �𝒞𝒞ℒ
𝒹𝒹𝒹𝒹 ∙ �ℰℒ

𝒹𝒹 + 𝜆𝜆𝑐𝑐 ∙ �ℰℒ𝒷𝒷 + ℰℒ𝓂𝓂�� +  𝒽𝒽 ∙ 𝒞𝒞ℒ𝒹𝒹ℯ ∙�(ℰℒ𝓉𝓉 − 𝜆𝜆𝑏𝑏 ∙ 𝒥𝒥ℒ𝓉𝓉)
𝓉𝓉

�. 

 
This direct link provides more cost details to the objective function with respect to the distribution 
infrastructure requirements that results in changes in model logic to find the least-cost system. The U-D 
interface equations are relatively simple, but have direct influence on a substantial number of variables and 
can result in a completely different solution space being accessible to WIS:dom®-P compared with the U-D 
interface equations being deactivated. There are exogenous parameters within the U-D interface equations 
[and the terms in Eq. (1.1)] that allow the users to adjust the sensitivity or tolerance to the U-D interface.  
 
The U-D interface equations are written as: 
 

ℰℒ
𝒹𝒹 − ℰℒ𝓉𝓉 + Λ ∙��𝒹𝒹{𝐷𝐷𝐷𝐷𝐷𝐷}𝔏𝔏𝓉𝓉 + �(𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉− − 𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉+ )

𝔇𝔇

+ �𝔇𝔇{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉 − ℭ{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉��
𝔏𝔏∈ℒ

≥ 0, ∀ ℒ, 𝓉𝓉 

(1.19.1) 
 

ℰℒ𝒷𝒷 + ℰℒ𝓉𝓉 + Λ ∙���(𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉+ − 𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉− )
𝔇𝔇

+ �ℭ{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉 − 𝔇𝔇{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉� − 𝒹𝒹{𝐷𝐷𝐷𝐷𝐷𝐷}𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

≥ 0, ∀ ℒ, 𝓉𝓉 

 
(1.19.2) 

 

��𝒥𝒥𝔏𝔏𝓉𝓉 − Λ ∙ �𝒹𝒹{𝐷𝐷𝐷𝐷𝐷𝐷}𝔏𝔏𝓉𝓉 + �(𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉− − 𝓇𝓇𝔇𝔇𝔏𝔏𝓉𝓉+ )
𝔇𝔇

+ �𝔇𝔇{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉 − ℭ{𝑑𝑑𝑐𝑐𝑠𝑠𝑡𝑡}𝔏𝔏𝓉𝓉���
𝔏𝔏∈ℒ

= 0, ∀ ℒ, 𝓉𝓉. 

(1.19.3) 
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Equations (1.19.1) – (1.19.3) introduce no new sets, variables or parameters. Equation (1.19.1) defines the 
peak distribution electricity demand observed by the utility-scale grid. Equation (1.19.2) defines the peak 
back flow from the distribution grid to the utility-scale grid. Equation (1.19.3) defines the total distributed 
generation for each time step.  
 
The Eqs (1.19.1) – (1.19.3) provide the values to the cost term in the objective function [Eq. (1.1)]. The 
exogenous parameters control the relative value of each of the terms. For Λ, there is only a binary option 
(activate or deactivate). For 𝒞𝒞ℒ

𝒹𝒹𝒹𝒹 and 𝒞𝒞ℒ𝒹𝒹ℯ, we take values from the report “Trends in Transmission, Distribution 
and Administration Costs for US Investor Owned Electric Utilities

𝑐𝑐

2” by the University of Texas at Austin. These 
values are national averages, and VCE® apply a regionalization by State using internal datasets for locational 
cost multipliers. Finally, 𝜆𝜆  and 𝜆𝜆𝑏𝑏 influence the relative importance of the back flow and distributed 
generation on the co-optimization of the U-D interface. Typically, both are set to unity, but any value can 
be used. Perhaps the cost of back flow management at the distribution level is more expensive than peak 
demand flow.  
 
With the different exogenous parameters, numerous different versions of co-optimization with the 
distribution level can be achieved: 
 

1. Λ = 0, 𝜆𝜆𝑐𝑐 = 0, and 𝜆𝜆𝑏𝑏 = 0:  
No co-optimization with distribution-level infrastructure. Model does still co-optimize distribution-
level generation, loads, demand flexibility and storage. 

 
2. Λ = 1, 𝜆𝜆𝑐𝑐 = 0, and 𝜆𝜆𝑏𝑏 = 0:  

Co-optimization with distribution-level infrastructure, but when only accounting for load 
requirements and ignoring DER contribution to distribution-level infrastructure. Model does still co-
optimize distribution-level generation, loads, demand flexibility and storage. 
 

3. Λ = 1, 𝜆𝜆𝑐𝑐 > 0, and 𝜆𝜆𝑏𝑏 = 0:  
Co-optimization with distribution-level infrastructure, while accounting for load requirements and 
peak back flow DER impacts to distribution-level infrastructure. Model does still co-optimize 
distribution-level generation, loads, demand flexibility and storage. 
 

4. 𝚲𝚲 = 𝟏𝟏, 𝝀𝝀𝒂𝒂 > 𝟎𝟎, and 𝝀𝝀𝒃𝒃 > 𝟎𝟎 (typically 𝝀𝝀𝒂𝒂 = 𝝀𝝀𝒃𝒃 = 𝟏𝟏):  
Full co-optimization with distribution-level infrastructure. Determines the benefits and costs 
associated with DER buildout on the distribution infrastructure. Model does still co-optimize 
distribution-level generation, loads, demand flexibility and storage. 

 
5. Λ = 1, 𝜆𝜆𝑐𝑐 ≫ 0, and 𝜆𝜆𝑏𝑏 ≫ 0:  

The co-optimization heavily penalizes back flow onto the utility-scale grid and heavily subsidizes DER 
generation. This results in DER buildout that can cover the majority of distribution demands without 
pushing electricity to the utility-scale grid. Leads to micro-grid structures in the optimization. The 
distribution level can pull from the utility-scale grid for electricity, but will only do so for short periods 
of time due to the costs associated with it. 

 
6. Λ = 1, 𝜆𝜆𝑐𝑐 ≫ 0, and 𝜆𝜆𝑏𝑏 ≪ 0:  

                                                 
2 https://energy.utexas.edu/sites/default/files/UTAustin_FCe_TDA_2016.pdf 
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The co-optimization heavily penalizes back flow onto the utility-scale grid and heavily penalizes DER 
generation. This results in almost zero DER buildout and a tendency to only use the utility-scale grid. 
Leads to macro-grid utility structures in the optimization. The distribution level can generate 
electricity, but will not do so due to cost limitations. 
 

For versions 5. and 6., care must be taken when reconstructing the solution to return costs to original values; 
since these are known as hybrid optimizations3 and the objective function [Eq. (1.1)] no longer resembles 
true cost. For version 1. – 4., the costs in the objective functions remain true and there is no need to revert. 
For strict comparisons of solutions, the system costs metric will need to be identical in all cases regardless 
of the objective function form. The standard is to use version 4. or version 1. within most modeling exercises. 
  

                                                 
3 https://www.sciencedirect.com/science/article/abs/pii/S0142061514007765 
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1.10 Policy, Regulations & Mandates 
 
There are many non-economic drivers transforming the electricity sector. Some are incentives, others are 
emission constraints, and others still are generation exceedances. WIS:dom®-P has been designed to model 
as many of these drivers as possible, while allowing new ones to be tested or enforced to determine impacts 
on the transformation of the energy system.  
 
The summary list of policies, regulations and mandates that WIS:dom®-P includes is: 
 

i. Renewable Portfolio Standards (RPS); 
ii. Solar, distributed, energy efficiency, and other carve outs; 
iii. Energy storage mandates; 
iv. Offshore wind mandates; 
v. Clean energy (CE) mandates, targets, or goals; 
vi. Greenhouse Gas (GHG) mandates, targets, or goals; 
vii. Regional Greenhouse Gas Initiative (RGGI); 
viii. Attainment zone criteria (NOx, SOx, PM2.5, PM10, CO, O3); 
ix. Investment Tax Credits (ITC); 
x. Production Tax Credits (PTC). 

 
The summary list is not exhaustive and more can be added, or versions within the list can be augmented 
for a user’s unique requirements. However, the list is the standard complement of policies, regulations and 
mandates that WIS:dom®-P always includes as a minimum. 
 
From the list, i. – v. are all modeled in exactly the same manner, incorporating data from Section 2.3 (see 
Figs 2.21 – 2.26). The exact variables, parameters and configurations might differ, but the formulation is 
identical. The generic formulation is: 
 

𝑋𝑋 − 𝑋𝑋𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐 ≥ 0. 
(1.20) 

 
Equation (1.20) simply states that the variable 𝑋𝑋 must exceed the goal of that variable 𝑋𝑋𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐. So, for example, 
for an RPS it might state 30% of electricity must be provided by renewables. Therefore, 𝑋𝑋𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐 would be 30% 
of electricity demand and 𝑋𝑋 would be the generation from all eligible renewable resources. 
 
From the list, vi. – viii. are all modeled in exactly the same manner, also including data from Section 2.3 (see 
Figs 2.21 – 2.26). The generic formulation is: 
 

𝑌𝑌𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑌𝑌 ≥ 0. 
(1.21) 

 
Equation (1.21) simply states that the variable 𝑌𝑌 must remain below the goal of that variable 𝑌𝑌𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐. The 
formulation for RGGI is slightly more complex because of trading of carbon credits, but the most binding 
constraint is that of the form of Eq. (1.21). An example is the GHG mandate: If the mandate states that GHGs 
must be reduced by 20% from 2005 levels, WIS:dom®-P computes the allowed GHG emissions (𝑌𝑌𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐) and 
within the optimization the GHG emissions must remain below that value.  
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The final two from the list (ix. and x.) are applied to the costs with the objective function [Eq. (1.1)]. The ITC 
adjust the eligible technologies through Eq. (1.2) and parameter 𝒞𝒞𝜀𝜀𝜀𝜀𝛸𝛸� . It will convert the parameter to: 

𝒞𝒞𝜀𝜀𝜀𝜀𝛸𝛸� = 𝒞𝒞𝜀𝜀𝜀𝜀𝛸𝛸�
′
∙ (1 − 𝐼𝐼𝐼𝐼𝐼𝐼𝜀𝜀𝜀𝜀). 

(1.22) 
 

The PTC adjusts the eligible technologies through their variable operating costs (𝒱𝒱𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 ) and is applied for the 

lifetime of the credit (typically 10 years). The conversion process is simply: 
 

𝒱𝒱𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 = 𝒱𝒱𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 ′
− 𝑃𝑃𝐼𝐼𝐼𝐼𝒯𝒯ℒ. 

(1.23) 
 

There are new (user-defined) policies, regulations and mandates that can be applied in a similar manner to 
Eqs (1.20) - (1.23) for carbon constraints, clean electricity, pollution control, renewable electricity 
exceedances, incentives, and taxes. There are also further formulations that are contained in the model that 
can mimic a “feebate” scheme or other more exotic policies. However, they are not typically included in the 
standard version of WIS:dom®-P. 
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1.11 Capacity Change Constraints 
 
With any energy system modeling there are assumptions and/or constraints placed around the amount of 
different resources that can be constructed over a specified time period. Indeed, WIS:dom®-P is no different 
in that manner; there are constraints (with assumptions embedded) that limit the capacity change for each 
technology, for all technologies combined, for each geographic region and for the entire geography being 
optimized over. The constraints relate to the supply chain of parts, the economic activity that can be diverted 
to producing energy, and the time to build the capacity (which is further imposed upon by regulations, 
permitting processes, and other non-economic drivers). 
 
The metric of choice for WIS:dom®-P (as standard) is derived from the rate of change of capacity across the 
United States per million dollars of gross domestic product (kW / y / million $GDP)4. These units would be 
translated into real dollars for the initialization year (e.g. 2018). The data collected to derive the metric are 
for the previous two decades and the data is analyzed to compute the United States values and for each 
state or other geographic region. Figure 1.7 shows the change in capacity for each year from 1997 through 
2016 along with the rate of change metric on the right-hand axis. 
 

 
Figure 1.7: Net installed electricity capacity change by state for 1997 through 2016 (left-hand axis) and the average US rate of 

change of capacity (right-hand axis). 
 

From the data represented in Fig. 1.7, it can be computed that the maximum rate of change over the 
previous two decades was 6.05 kW / y / million $GDP. The minimum was -0.3 and the mean was 1.45. The 
presented metric is used because in general electricity production requirements are linked to economic 
activity. Large increases in capacity needs will happen as older capacity must retire in a variety of states or 
sharp increase in demand are expected in the near future in many states simultaneously. For example, in 
2002 there is a peak in capacity additions and approximately a decade later steep retirements begin. 
Another reason for using the metric is that as electrification occurs, the same analysis can apply to all energy 
infrastructure and capital spending can be diverted from other sectors to electricity increase supply chain 
opportunities to expand the build-out rate for electricity capacity and infrastructure.  
 

                                                 
4 Clack et al., https://www.pnas.org/content/114/26/6722 (Figure S5) 
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The constraints within WIS:dom®-P around capacity changes are based upon the rate of change metric and, 
as standard, are tethered to the 1.45 value. For 2018 as the initialization year, this implies that (with $20.5 
trillion GDP) the national net change in capacity can be 30,000 MW annually. Within the model, parameters 
can be adjusted to alter the rate of build-out or retirement of the capacity based upon this metric. For the 
standard model, we assume GDP growth of approximately 2.5% per annum.  
 
The transmission capacity changes are linked to EIA data for investment in this infrastructure over the past 
two decades5. In the last decade there has been a dramatic increase in transmission investment, but the 
total cost is only 1% of the cost of electricity. Within WIS:dom®-P the investments in transmission must 
remain below a set threshold. Typically, this is 1.5% of the total system costs.  
 
For storage, because the technology is much more nascent, the model assumes a fractional approach to 
available capacity build-out compared with mature technologies. Typically, the build-out is assumed to be 
30% of a mature technology at the outset and increasing until 2030, at which point it is assumed to be a 
mature technology itself.  
 
Finally, for novel technologies (e.g. Natural Gas with Carbon Capture and Sequestration, Small Modular 
Reactors, Molten Salt Reactors, Enhanced Geothermal Systems) are set to be 40% of a mature technology, 
but their installation dates are pushed into the future so that they cannot be installed before a set 
investment period.  
 
For all technologies there is a build-out lag time for the capacity that can come online in each investment 
period. These lag times are user inputs, but the standards range between 6 months and 2.5 years. Longer 
lag times can be used, but that can be controlled by initial build dates.  
 
The constraints on capacity and infrastructure, the build-out lag times, the first install date and growth of 
rate of change of build-out are all customization within WIS:dom®-P. The standard values are set to impose 
VCE® analysis to calibrate the model to current economic realisms and the potential for innovation to 
accelerate the changes that might occur.  
 
The functionality of the capacity constraint is imposed via upper bounds on the endogenous capacity values 
as well as numerous equations within the optimization to limit the amount of capacity that can be 
constructed. Those equation take the form of Eq. (1.21) in that the combined capacity (over various 
geographies) must not exceed a specified value. 
 

  

                                                 
5 https://www.eia.gov/todayinenergy/detail.php?id=34892 
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1.12 Novel Fuel (Chemical) Production & Capture 
 
The production of fuels and chemicals (as well as the capture of carbon dioxide) using electricity and 
feedstocks is modeled in WIS:dom®-P in a compact form to reduce computational burden considering the 
complexity involved. The feed stocks are interlinked as required by the processes. The model also has the 
ability to purchase the chemicals and fuels from a competing local source (with an associated price and 
assumed emission footprint).  
 
The chemicals and fuels that are modeled explicitly (as standard) in WIS:dom®-P are: 
 

1. Hydrogen (H2) through electrolysis; 
 

2𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 → 2𝑛𝑛 ∙ 𝐻𝐻2 +  𝑛𝑛 ∙ 𝑂𝑂2 
 

2. Methane (CH4) through the Sabatier process; 
 

𝑛𝑛 ∙ 𝐼𝐼𝑂𝑂2 + 4𝑛𝑛 ∙ 𝐻𝐻2 → 𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻4 +  2𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 
 

3. Ammonia (NH3) through the Haber-Bosch process; 
 

𝑛𝑛 ∙ 𝑁𝑁2 + 3𝑛𝑛 ∙ 𝐻𝐻2 → 2𝑛𝑛 ∙ 𝑁𝑁𝐻𝐻3 
 

4. Anhydrous Ammonium Nitrate (NH4NO3) through the Oswald (HNO3) and Fertilizer processes; 
 

2𝑛𝑛 ∙ 𝑁𝑁𝐻𝐻3 + 4𝑛𝑛 ∙ 𝑂𝑂2 + 𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 → 2𝑛𝑛 ∙ 𝐻𝐻𝑁𝑁𝑂𝑂3 +  3𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 
2𝑛𝑛 ∙ 𝐻𝐻𝑁𝑁𝑂𝑂3 + 𝑛𝑛 ∙ 𝑁𝑁𝐻𝐻3 → 𝑛𝑛 ∙ 𝑁𝑁𝐻𝐻4𝑁𝑁𝑂𝑂3 

 
5. Synthetic diesel and jet fuel (CnH2n+2) through the Fischer-Tropsch process; 

 
𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 + 𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻4 → 𝑛𝑛 ∙ 𝐼𝐼𝑂𝑂 + 3𝑛𝑛 ∙ 𝐻𝐻2 

(2𝑛𝑛 + 1) ∙ 𝐻𝐻2 +  𝑛𝑛 ∙ 𝐼𝐼𝑂𝑂 → 𝐼𝐼𝑐𝑐𝐻𝐻2𝑐𝑐+2 + 𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 
 

6. Synthetic gasoline (CnHm) through the Methanol Synthesis (CH3OH), Dimethyl Ether Synthesis 
(CH3OCH3), and Gasoline Synthesis processes; 
 

𝑛𝑛 ∙ 𝐼𝐼𝑂𝑂2 +  3𝑛𝑛 ∙ 𝐻𝐻2 → 𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻3𝑂𝑂𝐻𝐻 + 𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 
2𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻3𝑂𝑂𝐻𝐻 → 𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻3𝑂𝑂𝐼𝐼𝐻𝐻3 + 𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 

𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻3𝑂𝑂𝐻𝐻 + 2𝑛𝑛 ∙ 𝐼𝐼𝐻𝐻3𝑂𝑂𝐼𝐼𝐻𝐻3 → 𝑛𝑛 ∙ 𝐼𝐼2𝐻𝐻4 + 𝑛𝑛 ∙ 𝐼𝐼3𝐻𝐻6 + 3𝑛𝑛 ∙ 𝐻𝐻2𝑂𝑂 
𝑎𝑎 ∙ 𝐼𝐼2𝐻𝐻4 + 𝑏𝑏 ∙ 𝐼𝐼3𝐻𝐻6 → 𝑥𝑥 ∙ 𝐼𝐼𝐻𝐻5 + 𝑦𝑦 ∙ 𝐼𝐼𝑐𝑐𝐻𝐻2𝑐𝑐 

𝑣𝑣 ∙ 𝐼𝐼5 + 𝑤𝑤 ∙ 𝐼𝐼𝑐𝑐𝐻𝐻2𝑐𝑐 → �
𝑝𝑝𝑎𝑎𝑝𝑝𝑎𝑎𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑝𝑝
𝑁𝑁𝑎𝑎𝑝𝑝𝑁𝑁ℎ𝑒𝑒𝑛𝑛𝑒𝑒𝑝𝑝
𝐴𝐴𝑝𝑝𝐴𝐴𝐴𝐴𝑎𝑎𝑁𝑁𝑝𝑝𝐴𝐴𝑝𝑝

� → 𝑔𝑔𝑎𝑎𝑝𝑝𝐴𝐴𝑔𝑔𝑝𝑝𝑛𝑛𝑒𝑒 

 
7. Capture, storage and utilization of Carbon Dioxide (CO2). 

 
The list of seven novel fuel (chemical) production is not exhaustive, but it comprises the most fundamental 
set that can cover almost all energy requirements for the entire economy. The base of these sets is the 
production of hydrogen, which is assumed to be created from electrolysis (or locally produced outside of 
the model construct for a price and emission footprint). The WIS:dom®-P model does not solve the chemical 
formulae for the production of these fuels (chemicals); rather it computes the electricity inputs required per 
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unit of fuel (for heat, electricity, pumping and other demands) and calculates the required other fuel 
feedstocks per unit of fuel. Further, the model tracks where the fuel (chemical) flows between regions and 
how the fuel (chemical) is being stored. All the computations are endogenous to the model and have 
associated costs and losses. 
 
The capture and utilization of carbon dioxide is treated slightly differently to the other novel fuels 
(chemicals) because there is CCS available in the model, and therefore there is additional computations 
required. Further, CO2 is used in the synthesis of other fuels, but can also be directly captured; which must 
be sequestered (stored), to facilitate emission reductions from the atmosphere. 
 
The fundamental equation set for the novel fuel and chemical production is given in Eq. (1.24). The equation 
set determines the amount of fuel (chemical) to produce for each time step, while considering transport of 
the fuel (chemical) to/from different regions and the injection or extraction of the fuel (chemical) from 
storage. WIS:dom®-P will optimize the production to reduce the cost of the fuel (chemical) while providing 
the necessary demand profiles of that fuel (chemical). For CO2, there is an additional variable that relates 
the capture from electricity production with CCS.  
 

��𝒽𝒽 ∙ Ω𝔅𝔅𝔏𝔏 ∙ 𝓊𝓊𝔅𝔅𝔏𝔏𝓉𝓉 − ℰ𝔏𝔏𝓉𝓉𝔅𝔅 �
𝔏𝔏∈ℒ

+ 𝒻𝒻ℒ𝓉𝓉𝔅𝔅� + 𝓈𝓈𝒻𝒻ℒ𝓉𝓉𝔅𝔅� + 𝒜𝒜𝔅𝔅 ∙ 𝒞𝒞𝒞𝒞𝒞𝒞ℒ𝓉𝓉 = 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.24) 
Equation (1.24) introduces two new (exogenous) parameters: 
 

Ω𝔅𝔅𝔏𝔏 the conversion efficiency for the novel fuel (chemical) production; 
𝒜𝒜𝔅𝔅 is the inclusion parameter for CO2 from CCS electricity (zero for all except CO2). 
 

Equation (1.24) introduces three new (endogenous) variables: 
 

ℰ𝔏𝔏𝓉𝓉𝔅𝔅  the demand of the novel fuel (chemical) for each time step, see Eq. (1.25); 
𝓈𝓈𝒻𝒻ℒ𝓉𝓉𝔅𝔅� the storage flux of the novel fuel (chemical) for each time step, see Eqs (1.26.1) & (1.26.2); 
𝒞𝒞𝒞𝒞𝒞𝒞ℒ𝓉𝓉 the carbon dioxide that is capture via electricity with CCS, see Eq. (1.31). 

 
The demand of each novel fuel (chemical) is derived from an equation set in the model that links exogenous 
curves, external production, feed stock requirements for other fuels (chemicals), and synthetic fuel 
production for electricity generation. The equation set is: 
 

��ℰ𝔏𝔏𝓉𝓉𝔅𝔅 + ℰ𝔏𝔏𝓉𝓉
𝔅𝔅����� −  ℰ𝔏𝔏𝓉𝓉

𝔅𝔅� −��ℨ𝔅𝔅𝔅𝔅�𝔏𝔏 ∙ 𝒽𝒽 ∙ Ω𝔅𝔅�𝔏𝔏 ∙ 𝓊𝓊𝔅𝔅�𝔏𝔏𝓉𝓉�
𝔅𝔅�

�
𝔏𝔏∈ℒ

− 𝒜𝒜𝓃𝓃ℊ ∙ 𝒩𝒩𝒢𝒢𝔅𝔅ℒ𝓉𝓉 − 𝒜𝒜𝒸𝒸ℴ𝒶𝒶ℓ ∙ 𝒞𝒞𝒞𝒞𝒜𝒜ℒ𝔅𝔅ℒ𝓉𝓉 ≥ 0     ∀ 𝔅𝔅\{transmission},ℒ,𝓉𝓉 

(1.25) 
 
Equation (1.25) introduces four new (exogenous) parameters: 
 
 ℰ𝔏𝔏𝓉𝓉𝔅𝔅

�  the exogenous demand for the novel fuel (chemical) in set 𝔅𝔅; 
ℨ𝔅𝔅𝔅𝔅�𝔏𝔏 the fraction of novel fuel (chemical) in set 𝔅𝔅, required another novel fuel (chemical) in set 𝔅𝔅� ; 
𝒜𝒜𝓃𝓃ℊ an activation parameter for novel fuels that can replace natural gas for electricity production; 
𝒜𝒜𝒸𝒸ℴ𝒶𝒶ℓ an activation parameter for novel fuels that can replace coal for electricity production. 
 
 

Equation (1.25) introduces three new (endogenous) variables: 
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ℰ𝔏𝔏𝓉𝓉
𝔅𝔅����� the production of novel fuels (chemicals) outside of the model space; 

𝒩𝒩𝒢𝒢𝔅𝔅ℒ𝓉𝓉 the amount of natural gas displaced by the novel fuels (chemicals); 
𝒞𝒞𝒞𝒞𝒜𝒜ℒ𝔅𝔅ℒ𝓉𝓉 the amount of coal displaced by the novel fuels (chemicals). 

 
Equation (1.25) states that the demand for a specific novel fuel (chemical) is the sum of the exogenously 
supplied demand, the production of the fuel (chemical) for other novel fuels (chemicals), the production of 
the fuel (chemical) to replace natural gas and coal for electricity production minus the specific novel fuel 
(chemical) produced outside of the model (with an associated cost and emission footprint). The activation 
parameters (𝒜𝒜𝓃𝓃ℊ and 𝒜𝒜𝒸𝒸ℴ𝒶𝒶ℓ) allow the user to switch on and off fossil fuel replacement or blending as a 
possible avenue for GHG emission reduction. 
 
The parameter ℨ𝔅𝔅𝔅𝔅�𝔏𝔏 is important to convert quantities of each novel fuel (chemical) required to create 
another novel fuel (chemical). These are constrained by the chemistry of the novel fuels (chemicals). An 
example would be the quantities of H2 and CO2 to create CH4. To produce 16.04 units of CH4, there is a 
requirement to provide 8.06 units of H2 and 44.01 units of CO26,7 as feed stocks. Thus, we have: 
 

ℨ{H2}{CH4}𝔏𝔏 = 0.50271 and ℨ{CO2}{CH4}𝔏𝔏 = 2.74377. 
 

The flow / transport variable (𝒻𝒻ℒ𝓉𝓉𝔅𝔅� ) in Eq. (1.24) is completely described by Eqs (1.5), (1.6.1), (1.6.2) and (1.7). 
We refer the reader back to those equations because they are computed in exactly the same way as 
transmission of electricity; with the exogenous parameters altered. 
 
The storage flux variable (𝓈𝓈𝒻𝒻ℒ𝓉𝓉𝔅𝔅�) is calculated slightly differently to that of electricity storage. The WIS:dom®-
P model assumes no leakage to or from storage for the novel fuels (chemicals). It is trivial, mathematically, 
to expand the equations to include leakage to and from storage (as is computed for electric storage8); 
however, the computation burden is substantial because there would be a doubling of the endogenous 
variables computing the flows in and out of storage. Due to the high temporal granularity, this leads to 
difficulties in solver performance. The novel fuel (chemical) storage equations are: 
 

�𝔈𝔈�𝔅𝔅ℒ𝓉𝓉 − �1 − ℓ𝔅𝔅𝔏𝔏𝓉𝓉𝒾𝒾𝓈𝓈�� ∙ 𝔈𝔈�𝔅𝔅ℒ(𝓉𝓉−1)� + 𝓈𝓈𝒻𝒻ℒ𝓉𝓉𝔅𝔅� = 0     ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 
 

(1.26.1) 
 

𝓃𝓃𝔅𝔅ℒ{𝑠𝑠𝑡𝑡𝑐𝑐𝑤𝑤𝑐𝑐𝑒𝑒𝑐𝑐} − 𝔈𝔈�𝔅𝔅ℒ𝓉𝓉 ≥ 0     ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 
 

(1.26.2) 
Equations (1.26.1) and (1.26.2) introduce a single new (exogenous) parameter: 
 
 ℓ𝔅𝔅𝔏𝔏𝓉𝓉𝒾𝒾𝓈𝓈� the leakage rate for the novel fuel (chemical) while being stored. 
 
Equations (1.26.1) and (1.26.2) introduce a single new (endogenous) variable: 
 

𝔈𝔈�𝔅𝔅ℒ𝓉𝓉 the quantity of novel fuel (chemical) stored at each time step. 
 
                                                 
6 We can assume kg if computing under standard temperature and pressure. 
7 There would also be 36.03 units of H2O produced. 
8 If full leakage is included, the novel fuel (chemical) storage equations would be mathematically identical to Eqs (1.9.1) and (1.9.3). 
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To close the equation sets for novel fuel (chemical) production, there needs to be constraints that describe 
the installed capacity of the facilities (in MW), the minimum production possible, the ramping capabilities 
of the production facilities, and the minimum up and down times of the facilities. These equations are closely 
related to Eqs (1.10), (1.11), (1.12.1), (1.12.2), (1.13.1), and (1.13.2). We write down the equations explicitly 
here due to the subtle differences that can be important. Not that if unit commitment is activated (Δ = 1), 
an additional activation parameter (Δ𝔅𝔅 = 1) is required for novel fuels (chemicals) because (as standard) 
they are assumed to not be under unit-commitment even if the generation facilities are [see Eq. (1.1) for 
details on activation parameters]. 
 
The equations to complete the description of novel fuel (chemical) production are: 
 

��𝒫𝒫𝔅𝔅𝔏𝔏𝓉𝓉𝓂𝓂𝒶𝒶𝓂𝓂 ∙ �
�1 − Δ ∙ Δ𝔅𝔅� ∙ 𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠}

+ Δ ∙ Δ𝔅𝔅 ∙ 𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉
� − 𝓊𝓊𝔅𝔅ℒ𝓉𝓉�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.27) 
 

��

Δ ∙ Δ𝔅𝔅 ∙ �𝓊𝓊𝔅𝔅ℒ𝓉𝓉 − 𝒫𝒫𝔅𝔅𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓃𝓃 ∙ 𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉� +

�1 − Δ ∙ Δ𝔅𝔅� ∙ ��
𝒽𝒽 ∙ 𝓊𝓊𝔅𝔅ℒ𝓉𝓉

8760
𝓉𝓉

− 𝒫𝒫𝔅𝔅𝔏𝔏𝓉𝓉𝓂𝓂𝒾𝒾𝓃𝓃������� ∙ 𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠}�
�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.28) 
 

��
Δ ∙ Δ𝔅𝔅 ∙ �𝒰𝒰ℛ𝔅𝔅𝔏𝔏𝓉𝓉 ∙ (𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉) + 𝒫𝒫𝔅𝔅𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓃𝓃 ∙ (𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜓𝜓𝔅𝔅𝔏𝔏𝓉𝓉)�

+ �1 − Δ ∙ Δ𝔅𝔅� ∙ 𝒰𝒰ℛ𝔅𝔅𝔏𝔏𝓉𝓉 ∙ 𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠}

− �𝓊𝓊𝔅𝔅ℒ𝓉𝓉 − 𝓊𝓊𝔅𝔅𝔏𝔏(𝓉𝓉−1)�
�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.29.1) 
 

��
Δ ∙ Δ𝔅𝔅 ∙ �𝒟𝒟ℛ𝔅𝔅𝔏𝔏𝓉𝓉 ∙ (𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉) + 𝒫𝒫𝔅𝔅𝔏𝔏𝓉𝓉𝓂𝓂𝓂𝓂𝓃𝓃 ∙ (𝜓𝜓𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉)�

+ �1 − Δ ∙ Δ𝔅𝔅� ∙ 𝒟𝒟ℛ𝔅𝔅𝔏𝔏𝓉𝓉 ∙ 𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠}

+ �𝓊𝓊𝔅𝔅ℒ𝓉𝓉 − 𝓊𝓊𝔅𝔅𝔏𝔏(𝓉𝓉−1)�
�

𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.29.2) 
 

Δ ∙ Δ𝔅𝔅 ∙��𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉 −  � 𝜙𝜙𝔅𝔅𝔏𝔏�̂�𝓉

𝓉𝓉

�̂�𝓉=𝓉𝓉−𝓉𝓉𝓊𝓊𝒹𝒹

�
𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.30.1) 
 

Δ ∙ Δ𝔅𝔅 ∙��𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠} − 𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉 −  � 𝜓𝜓𝔅𝔅𝔏𝔏�̂�𝓉

𝓉𝓉

�̂�𝓉=𝓉𝓉−𝓉𝓉𝒹𝒹𝒹𝒹𝓃𝓃

�
𝔏𝔏∈ℒ

≥ 0    ∀ 𝔅𝔅\{transmission},ℒ, 𝓉𝓉 

(1.30.2) 
 
The Eqs (1.27) – (1.30.2) expand the unit commitment variables over the set 𝔅𝔅\{transmission}, if the novel 
fuel (chemical) activation parameter, Δ𝔅𝔅, is set to unity. For standard WIS:dom®-P, typically, the novel fuel 
(activation) parameter is set to zero (Δ𝔅𝔅 = 0) because of data scarcity. 
 
To complete the impact of novel fuel (chemical) production on the total energy system a few more equation 
sets are required.  
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The first completes the cycle for CO2 from CCS into the novel fuel (chemical) equations: 
 

𝒞𝒞𝒞𝒞𝒞𝒞ℒ𝓉𝓉  −  � �𝒽𝒽 ∙ ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉 ∙ (𝔓𝔓𝒯𝒯ℒ𝓉𝓉 − 𝔓𝔓𝒯𝒯′ℒ𝓉𝓉)�

𝒯𝒯∈𝐶𝐶𝐶𝐶𝐶𝐶

 = 0  ∀ ℒ, 𝓉𝓉 

 
(1.31) 

 
Equation (1.31) introduces two new (exogenous) parameters: 
 

𝔓𝔓𝒯𝒯ℒ𝓉𝓉 the carbon content release from a generation technology fuel without CCS; 
𝔓𝔓𝒯𝒯′ℒ𝓉𝓉 the carbon content release from a generation technology fuel with CCS. 

 
The second completes the cycle for the novel fuels (chemicals) to replace fossil fuels in combustion for 
electricity production; namely natural gas and coal for WIS:dom®-P, but can be extended to other fossil 
fuels. The links are provided by: 
 

 � �𝒽𝒽 ∙ ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉�

𝒯𝒯∈𝒩𝒩𝒢𝒢

−��𝔖𝔖𝔅𝔅
𝒩𝒩𝒢𝒢 ∙ 𝒩𝒩𝒢𝒢𝔅𝔅ℒ𝓉𝓉�

𝔅𝔅

≥ 0  ∀  ℒ, 𝓉𝓉 

 
(1.32.1) 

 
 � �𝒽𝒽 ∙ ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉�
𝒯𝒯∈𝒞𝒞𝒞𝒞𝒜𝒜ℒ

−��𝔖𝔖𝔅𝔅
𝒞𝒞𝒞𝒞𝒜𝒜ℒ ∙ 𝒞𝒞𝒞𝒞𝒜𝒜ℒ𝔅𝔅ℒ𝓉𝓉�

𝔅𝔅

≥ 0  ∀  ℒ, 𝓉𝓉 

 
(1.32.2) 

 
Equations (1.32.1) and (1.32.2) introduce two new (exogenous) parameters: 
 

𝔖𝔖𝔅𝔅
𝒩𝒩𝒢𝒢 is the conversion of novel fuel (chemical) to natural gas million British Thermal Units (BTUs); 

𝔖𝔖𝔅𝔅
𝒞𝒞𝒞𝒞𝒜𝒜ℒ is the conversion of novel fuel (chemical) to coal million BTUs. 

 
The purpose of Eqs (1.32.1) and (1.32.2) is to limit the creation of replacement novel fuels (chemicals) to the 
consumption of that fossil fuel. In the limit, all the fossil fuels could be replaced with the novel fuels 
(chemicals); however, it is noted that to produce these novel fuels (chemicals) there must be a source of 
energy (either directly in the model from electricity or external production). 
 
With the inclusion of novel fuel (chemical) production that can possibly replace fossil fuels (and the inclusion 
of direct air capture), the carbon dioxide constraints and calculations within WIS:dom®-P are updated. Since 
the mathematical equation for the pollution and emission tracker (or constraint) was not explicitly presented 
in Section 1.10, we show it in Eq. (1.33) along with the additional terms associated with the novel fuel 
(chemical) production. The pollution and emission tracking equation set is given by: 
 

 𝔐𝔐𝔎𝔎ℒ𝓉𝓉 − 𝒽𝒽 ∙

⎣
⎢
⎢
⎢
⎡ ��𝔓𝔓𝔎𝔎𝒯𝒯ℒ𝓉𝓉 ∙ ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉�
𝒯𝒯

− 𝒜𝒜𝔎𝔎 ∙��Ω{CO2}ℒ ∙ 𝓊𝓊{CO2}ℒ𝓉𝓉�
𝔅𝔅 ⎦

⎥
⎥
⎥
⎤

+ ��
𝔓𝔓𝔎𝔎{𝒩𝒩𝒢𝒢}ℒ𝓉𝓉
′ ∙ 𝔖𝔖𝔅𝔅

𝒩𝒩𝒢𝒢 ∙ 𝒩𝒩𝒢𝒢𝔅𝔅ℒ𝓉𝓉 +
𝔓𝔓𝔎𝔎{𝒞𝒞𝒞𝒞𝒜𝒜ℒ}ℒ𝓉𝓉
′ ∙ 𝔖𝔖𝔅𝔅

𝒞𝒞𝒞𝒞𝒜𝒜ℒ ∙ 𝒞𝒞𝒞𝒞𝒜𝒜ℒ𝔅𝔅ℒ𝓉𝓉
− 𝔓𝔓�𝔎𝔎𝔅𝔅ℒ𝓉𝓉 ∙ 𝔖𝔖𝔅𝔅 ∙ ℰℒ𝓉𝓉𝔅𝔅����

�
𝔅𝔅

= 0    ∀  𝔎𝔎,ℒ,𝓉𝓉 

 
(1.33) 
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Equation (1.33) introduces a single new set: 
 
 𝔎𝔎 the set of all pollutant species within WIS:dom®-P (e.g. CO2, NOx, SOx, PM2.5). 
 
Equation (1.33) introduces six new (exogenous) parameters: 
 
 𝔓𝔓𝔎𝔎𝒯𝒯ℒ𝓉𝓉 the pollution content release from a generation technology fuel; 
 𝒜𝒜𝔎𝔎 the inclusion parameter for carbon dioxide (zero for all other pollutants); 
 𝔓𝔓𝔎𝔎{𝒩𝒩𝒢𝒢}ℒ𝓉𝓉

′  the reduction in pollutant due to novel fuel (chemical) replacement of natural gas; 
 𝔓𝔓𝔎𝔎{𝒞𝒞𝒞𝒞𝒜𝒜ℒ}ℒ𝓉𝓉

′  the reduction in pollutant due to novel fuel (chemical) replacement of coal; 
 𝔓𝔓�𝔎𝔎𝔅𝔅ℒ𝓉𝓉 the pollutants associated with externally produced novel fuel (chemical); 
 𝔖𝔖𝔅𝔅 the conversion of novel fuel (chemical) to mmBTUs. 
 
Equations (1.33) introduces a single new (endogenous) variable: 
 

𝔐𝔐𝔎𝔎ℒ𝓉𝓉 the quantity of each pollutant for each region and each timestep. 
 
In simple terms, Eq. (1.33) describes how much of each pollutant species is emitted by combustion for 
electricity minus the captured CO2 from the novel fuel equations, minus the reduction due to fossil fuel 
replacement by novel fuels (chemicals) plus the contribution (if any) from externally produced novel fuels 
(chemicals).  
 
When WIS:dom®-P converts Eq. (1.33) into a constraint on any (or all) of the pollutants and emissions, it 
inserts 𝔐𝔐𝔎𝔎ℒ𝓉𝓉 into Eq. (1.21) to replace 𝑌𝑌. 
 
The last change to the WIS:dom®-P model structure due to the inclusion of novel fuel (chemical) production 
is an additional set of terms to the objective function [Eq. (1.1)]. The additional terms add costs to the 
combustion of novel fuels (chemicals) to replace natural gas and coal. For example, there is additional costs 
to being able to combust hydrogen in the place of natural gas for electricity. This is modeled within 
WIS:dom®-P as additional variable costs. The purpose of the premium cost adder is to enable WIS:dom®-P 
to recognize the difference between replacing fossil natural gas with hydrogen and replacing fossil natural 
gas with synthetic natural gas. The latter has no additional variable costs, but is more expensive to produce; 
while the former is cheaper to produce; but requires additional spending to convert infrastructure.  
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The additional terms are: 
 

����𝒱𝒱𝔅𝔅ℒ𝓉𝓉
𝒩𝒩𝒢𝒢� ∙ 𝔖𝔖𝔅𝔅

𝒩𝒩𝒢𝒢 ∙ 𝒩𝒩𝒢𝒢𝔅𝔅ℒ𝓉𝓉 + 𝒱𝒱𝔅𝔅ℒ𝓉𝓉𝒞𝒞𝒞𝒞𝒜𝒜ℒ� ∙ 𝔖𝔖𝔅𝔅
𝒞𝒞𝒞𝒞𝒜𝒜ℒ ∙ 𝒞𝒞𝒞𝒞𝒜𝒜ℒ𝔅𝔅ℒ𝓉𝓉 �

𝑡𝑡ℒ𝔅𝔅

 

(1.34) 
 
Equation (1.34) introduces two new (exogenous) parameters: 
 
 𝒱𝒱𝔅𝔅ℒ𝓉𝓉

𝒩𝒩𝒢𝒢� the premium cost adder for each mmBTU of natural gas replaced with novel fuel (chemical); 
 𝒱𝒱𝔅𝔅ℒ𝓉𝓉𝒞𝒞𝒞𝒞𝒜𝒜ℒ�  the premium cost adder for each mmBTU of coal replaced with novel fuel (chemical). 
 
The complete set of equations for the description of novel fuel and chemical production are contained in 
Eqs (1.24) – (1.34). The most difficult part to accurately address is the input assumptions for the exogenous 
parameters. Many of the technologies for producing novel fuels (chemicals) are new and untested at scale, 
while others may exist, but in very different forms to those envisioned in the modeling. Therefore, there 
care must be taken to prescribe the input parameters. The parameters are all adjustable by the user.   
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1.13 Unit Commitment 
 
To account for unit commitment more equations are required (in addition to the augmentation of earlier 
equations). The fundamental equations define the startups, committed and shutdowns for all generation 
(novel fuel production) assets. The purpose of unit commitment is to allow WIS:dom®-P to prioritize assets 
that are already committed to the grid; but to also embed the cost (and limitations) for running different 
assets. The unit commitment of generation assets is described by: 
 

Δ ∙��𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜉𝜉𝒯𝒯𝔏𝔏(𝓉𝓉−1) + 𝜓𝜓𝒯𝒯𝔏𝔏𝓉𝓉 − 𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

= 0    ∀  𝒯𝒯,ℒ, 𝓉𝓉 

 
(1.35) 

 
All of the terms in Eq. (1.35) have been presented before. The terms in Eq. (1.35) allow WIS:dom®-P to decide 
what generation assets to commit (𝜉𝜉) in the current time step, which must equal the generation started (𝜙𝜙) 
and shutdown (𝜓𝜓) in the present time step plus the committed generation from the previous time step. 
Every time a generation asset is started, there is a cost that appears in the objective function [Eq. (1.1)]. Note 
that if unit commitment is not activated (Δ = 0), Eq. (1.35) is automatically solved and the terms inside are 
irrelevant to the optimization. There is an analogous equation for novel fuel production, as shown in Eq. 
(1.36): 
 

Δ ∙ Δ𝔅𝔅 ∙��𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜉𝜉𝔅𝔅𝔏𝔏(𝓉𝓉−1) + 𝜓𝜓𝔅𝔅𝔏𝔏𝓉𝓉 − 𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉�
𝔏𝔏∈ℒ

= 0    ∀  𝔅𝔅\{𝑁𝑁𝑝𝑝𝑎𝑎𝑛𝑛𝑝𝑝𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑛𝑛},ℒ, 𝓉𝓉 

 
(1.36) 

 
Since WIS:dom®-P simultaneously solves capacity expansion and production cost, there are constraint 
equations on the committed, startup and shutdown variables. These are required because the capacities 
can change within the optimization; if production cost only is simulated, the constraints collapse to upper 
bounds on the variables. Equations (1.37.1) – (1.37.3) are the constraints for the generation asset variables 
and Eqs (1.38.1) – (1.38.3) are the constraints for the novel fuel production assets. 
 

Δ ∙ �𝓂𝓂𝒯𝒯ℒ −�𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝒯𝒯,ℒ, 𝓉𝓉 

(1.37.1) 
 

Δ ∙ �𝓂𝓂𝒯𝒯ℒ −�𝜙𝜙𝒯𝒯𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝒯𝒯,ℒ, 𝓉𝓉 

(1.37.2) 
 

Δ ∙ �𝓂𝓂𝒯𝒯ℒ −�𝜓𝜓𝒯𝒯𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝒯𝒯,ℒ, 𝓉𝓉 

(1.37.3) 
 

Δ ∙ Δ𝔅𝔅 ∙ �𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠} −�𝜉𝜉𝔅𝔅𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝔅𝔅\{𝑁𝑁𝑝𝑝𝑎𝑎𝑛𝑛𝑝𝑝𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑛𝑛},ℒ, 𝓉𝓉 
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(1.38.1) 
 

Δ ∙ Δ𝔅𝔅 ∙ �𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠} −�𝜙𝜙𝔅𝔅𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝔅𝔅\{𝑁𝑁𝑝𝑝𝑎𝑎𝑛𝑛𝑝𝑝𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑛𝑛},ℒ, 𝓉𝓉 

(1.38.2) 
 

Δ ∙ Δ𝔅𝔅 ∙ �𝓃𝓃𝔅𝔅ℒ{𝑐𝑐𝑐𝑐𝑠𝑠} −�𝜓𝜓𝔅𝔅𝔏𝔏𝓉𝓉
𝔏𝔏∈ℒ

� ≥ 0    ∀  𝔅𝔅\{𝑁𝑁𝑝𝑝𝑎𝑎𝑛𝑛𝑝𝑝𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑛𝑛},ℒ, 𝓉𝓉 

(1.38.3) 
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1.13.1  Adjusted Heat Rates  
 
When unit commitment is activated, the WIS:dom®-P model has an additional upgrade on the heat rate 
computations for thermal power plants. A new equation set is activated and the objective function is 
updated with a replacement term for variable costs. We did not write the replacement term in Eq. (1.1) due 
to space on the page, but we will document the changes here. Within WIS:dom®-P, when unit commitment 
is activated, so too is the heat rate expansion functionality. To not include the heat rate expansion requires 
removing the activation term.  
 
In Eq. (1.1) the variable and fuel costs for thermal generators are contained in the term 
 

𝒽𝒽 ∙���𝒱𝒱𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 + �ℱ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 + 𝒱𝒱ℒ𝒸𝒸 ∙ 𝔉𝔉𝒯𝒯ℒ� ∙ ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 � ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉�

𝓉𝓉

, 

 
which is replaced with 
 

𝒽𝒽 ∙�

⎩
⎪
⎨

⎪
⎧ � �𝒱𝒱𝒯𝒯ℒ𝓉𝓉

𝒢𝒢��
𝒯𝒯∈ 𝑈𝑈𝐶𝐶

 +

� ��𝒱𝒱𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 + �ℱ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 + 𝒱𝒱ℒ𝒸𝒸 ∙ 𝔉𝔉𝒯𝒯ℒ� ∙ ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 � ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉�

𝒯𝒯∈ 𝑐𝑐𝑐𝑐𝑐𝑐 𝑈𝑈𝐶𝐶 ⎭
⎪
⎬

⎪
⎫

𝓉𝓉

  

 
(1.39) 

 
In simple terms, the non-unit commitment generators are not impacted by the heat rate upgraded 
computation; but it is required for them to be split out from the unit commitment generators. The unit 
commitment generators have their variable costs imposed by another equation set to define 𝒱𝒱𝒯𝒯ℒ𝓉𝓉

𝒢𝒢�. This 
equation set always exists within WIS:dom®-P, but collapses to not being required when unit commitment 
is not activated. 
 
The equation set that defines the variable costs for unit commitment generators is given by: 
 

𝒱𝒱𝒯𝒯ℒ𝓉𝓉
𝒢𝒢�− �𝒱𝒱𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉 + �� ℱ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢 +

𝒱𝒱ℒ𝒸𝒸 ∙ 𝔉𝔉𝒯𝒯ℒ
� ∙ ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 �  ∙ �(1 − Δ) + Δ ∙ ��ℋ𝒯𝒯ℒ
𝑚𝑚𝑐𝑐𝑐𝑐 −ℋ𝒯𝒯ℒ

𝑚𝑚𝑐𝑐𝑚𝑚� ∙ 𝒹𝒹𝒯𝒯ℒ𝓉𝓉

+ ℋ𝒯𝒯ℒ
𝑚𝑚𝑐𝑐𝑚𝑚 ∙ 𝜉𝜉𝒯𝒯𝔏𝔏𝓉𝓉

��� ≥ 0 

 
(1.40) 

 
Equation (1.40) introduces multipliers ℋ𝒯𝒯ℒ

𝑚𝑚𝑐𝑐𝑐𝑐 and ℋ𝒯𝒯ℒ
𝑚𝑚𝑐𝑐𝑚𝑚, which are illustrated in Fig. 1.8. The multipliers shift 

the temperature adjusted heat rate in correlation with the generation output of the power plants. The closer 
the generation output is to the committed capacity, the lower the heat rate. While the closer the generation 
output is to the minimum allowed generation the higher the heat rate. The multiplier ℋ𝒯𝒯ℒ

𝑚𝑚𝑐𝑐𝑚𝑚 is the 
hypothetical value if there was no generation, whereas ℋ𝒯𝒯ℒ

𝑚𝑚𝑐𝑐𝑐𝑐 is the multiplier when the generation is at its 
maximum allowed value.  
 
The multipliers correct the average heat rate value that is used in WIS:dom®-P (which itself is already 
adjusted for the air temperature locally). It can be seen from the plot in Fig. 1.8 that the multipliers lie on a 
straight line. This is due to the model typically executed in linear programming mode. Other variations can 
be used if non-linear terms are required. These are more complicated and do not overly alter the results for 
capacity expansion. 
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Figure 1.8: Illustration of the heat rate with generation multiplier. The higher the generation the lower the heat rate. 
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1.14 Retirement Cost Calculations 
 
For retirement cost calculations the WIS:dom®-P model must transfer information from a previous 
investment period to a future one. The WIS:dom®-P model is typically run in “myopic mode”, which means 
that investment periods are solved sequentially (and chronologically). Information from previous investment 
periods impact future ones; but future ones do not impact previous ones. Performing the optimization in 
this manner ensures that decisions are made within each investment period without future changes in cost 
curves, performance and policy. In addition, it means that once a decision is made in a previous investment 
period, the model must take that into account (for example as sunk costs) and process how best to deal 
with the current investment period grid infrastructure and generation assets. 
 
In performing the optimizations in a sequential manner in WIS:dom®-P facilitates scenario-based analysis 
investigating, e.g, earlier price drops, faster or slower adoption of technologies, rapid retirements, and other 
time-dependent shifts in policy. A model that can see all future prices will be more optimal, but does not 
take into account decision making processes that occur in reality. WIS:dom®-P can be executed in “seer 
mode” that works backwards from a known end-state to the present; computing the optimal pathway to 
reach that said end-state. In performing these optimizations, it has been found that decisions are “put off” 
until later (in general) and are more sensitivity to perturbations. One limitation of the “seer mode” is 
retirements of current (or future assets) because linking between time-periods in reverse is intractable (since 
the user does not know ahead of time what assets retire when). This is one of the reasons that WIS:dom®-
P is almost always executed in “myopic mode”. 
 
To execute the model with explicit retirement cost calculations, the user must set Θ = 1, which enables the 
retirement costs to be added into the objective function [Eq. (1.1)]. Without this activation, the model will 
assume that all assets have a zero cost to retire. When the retirement cost calculations are activated more 
equations and constraints are included in the optimization of each investment period. Critically, processing 
occurs between each investment period to exchange data from the previous investment period to the next. 
To represent the investment periods, we introduce a new (informal) set, 𝕋𝕋9. This notation will enable 
distinction between different (linked) investment periods and will allow us to describe computations 
between investment periods. 
 
The term in the objective function [Eq. (1.1)] that embeds retirement costs is: 
 

Θ ∙ ���𝒞𝒞𝒯𝒯ℒ
𝒢𝒢ℴ ∙ 𝓂𝓂𝒯𝒯ℒℴ + 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢𝓇𝓇 ∙ 𝓂𝓂𝒯𝒯ℒ𝓇𝓇 �
𝒯𝒯

+ ℜℒ�. 

 
There is actually only one endogenous variable in the term expressed above because the “old” generators 
and the “retired” generators are connected by: 
 

Θ ∙ �𝓂𝓂𝒯𝒯ℒℴ + 𝓂𝓂𝒯𝒯ℒ𝓇𝓇 − 𝓂𝓂𝒯𝒯ℒ
(𝕋𝕋−1)� = 0      ∀  𝒯𝒯,ℒ. 

(1.41) 
 

                                                 
9 It is informal for two reasons: 1) Addition and subtraction is performed on the set; strictly speaking the correct terminology would be to add and subtract from 
the ordinality of an element of the set; 2) The set is used to reference between optimization investment periods, rather than part of the optimization procedure 
itself. 
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Thus, one can replace 𝓂𝓂𝒯𝒯ℒℴ  in the objective function using Eq. (1.41). All Eq. (1.41) states is that the “old” and 
“retired” capacity must sum to the total capacity that was present at the end of the previous investment 
period.  
 
The additional equation set that adjusts the optimization within an investment period is: 
 

Θ ∙ �𝓂𝓂𝒯𝒯ℒ
(𝕋𝕋) − 𝓂𝓂𝒯𝒯ℒℴ �= 𝓂𝓂𝒯𝒯ℒ

(𝕋𝕋−1) − 𝓂𝓂𝒯𝒯ℒ𝓇𝓇 ��  ≥ 0     ∀  𝒯𝒯,ℒ. 
(1.42) 

 
Equation (1.42) states that the installed generation capacity in the current investment period must exceed 
or equal the remaining capacity from the previous investment period. Equations (1.41) and (1.42) combine 
to enforce that, in WIS:dom®-P, capacity that disappears must be retired and capacity that appears must be 
a new build (or augmentation at an existing site). 
 
To ensure that the retirement cost calculations are valuable to the optimization, the exogenous parameters 
must be initialized and updated between each investment period. The exogenous parameters that are 
updated are 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢ℴ, 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢𝓇𝓇 , ℜℒ, ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢 , and 𝔸𝔸𝒯𝒯ℒ. These parameters (with the exception of ℜℒ) are updated by 
“blending” the previous version with the new version through weighted averages (and based upon average 
age, 𝔸𝔸𝒯𝒯ℒ

𝒢𝒢 ).  
 
The first exogenous parameter computed is the average age of the generators: 
 

𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋) = �

𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋)                                                                                                  ∀ 𝕋𝕋 = 1,𝒯𝒯,ℒ

𝕃𝕃(𝕋𝕋−1) ∙ �𝓂𝓂𝒯𝒯ℒ
(𝕋𝕋−1) − 𝓂𝓂𝒯𝒯ℒ

ℴ(𝕋𝕋−1)� + �𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋−1) + 𝕃𝕃(𝕋𝕋−1)� ∙ 𝓂𝓂𝒯𝒯ℒ

ℴ(𝕋𝕋−1)

𝓂𝓂𝒯𝒯ℒ
(𝕋𝕋−1)      ∀ 𝕋𝕋 ≥ 2,𝒯𝒯,ℒ

 

 
(1.43) 

 
Equation (1.43) introduces a single new (exogenous) parameter: 
 
 𝕃𝕃 is the number of years in the investment periods. 
 
The purpose of Eq. (1.43) is to provide the current investment period with the average age of the generator 
of each type at each location based upon the newly installed capacity in the previous investment period 
and the remaining older capacity from the previous investment period. For the initialization investment 
period (𝕋𝕋 = 1) the ages of the generators are input data. 
 
The second exogenous parameter calculated is the blended average heat rates: 
 

ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢(𝕋𝕋) = �

ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢(𝕋𝕋)                                                                                  ∀ 𝕋𝕋 = 1,𝒯𝒯,ℒ, 𝓉𝓉

ℋ𝒯𝒯ℒ𝓉𝓉
𝒢𝒢(𝑐𝑐𝑐𝑐𝑤𝑤) ∙ �𝓂𝓂𝒯𝒯ℒ

(𝕋𝕋−1) − 𝓂𝓂𝒯𝒯ℒ
ℴ(𝕋𝕋−1)� + ℋ𝒯𝒯ℒ𝓉𝓉

𝒢𝒢(𝕋𝕋−1) ∙ 𝓂𝓂𝒯𝒯ℒ
ℴ(𝕋𝕋−1)

𝓂𝓂𝒯𝒯ℒ
(𝕋𝕋−1)      ∀ 𝕋𝕋 ≥ 2,𝒯𝒯,ℒ, 𝓉𝓉

 

 
(1.44) 

 
Equation (1.44) provides the heat rate for the current investment period from the weighted average heat 
rates from the previous investment period. The more granular the geographic resolution, the closer Eq. 
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(1.44) gets to an exact representation of each power plant. For the initialization investment period (𝕋𝕋 = 1) 
the heat rates for the generators are input data. 
 
The final three exogenous parameters relate to the adjustment to the amortized capital and fixed costs for 
keeping old capacity running (𝒞𝒞𝒯𝒯ℒ

𝒢𝒢ℴ), costs for retiring old capacity (𝒞𝒞𝒯𝒯ℒ
𝒢𝒢𝒢𝒢), and the retirement costs remaining 

to be cleared by rate payers, governments or utilities (ℜℒ). The adjustment to the amortized capital and 
fixed costs are computed by: 
 

𝒞𝒞𝒯𝒯ℒ
𝒢𝒢ℴ(𝕋𝕋) =

⎩
⎪
⎨

⎪
⎧ 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) − 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢(𝕋𝕋)                                                                             ∀ 𝕋𝕋 ≤ 2,𝔸𝔸𝒯𝒯ℒ

(𝕋𝕋) < ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ
�𝒞𝒞𝒯𝒯ℒ

𝒢𝒢(𝕋𝕋−1) − 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢(𝕋𝕋)� ∙ �𝓍𝓍𝒯𝒯ℒ

(𝕋𝕋−1) − 𝓍𝓍𝒯𝒯ℒ
ℴ(𝕋𝕋−1)�+ 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢ℴ(𝕋𝕋−1) ∙ 𝓍𝓍𝒯𝒯ℒ
ℴ(𝕋𝕋−1)

𝓍𝓍𝒯𝒯ℒ
(𝕋𝕋−1)          ∀ 𝕋𝕋 > 2,𝔸𝔸𝒯𝒯ℒ

(𝕋𝕋) < ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ

𝛾𝛾𝒯𝒯ℒ𝔸𝔸 ∙ 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢(𝕋𝕋=1) − 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢(𝕋𝕋)                                                                     ∀ 𝕋𝕋 ≥ 2,𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋) ≥ ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ

 

 
(1.45) 

 
Equation (1.45) states that if the weighted average age of the generator is older than the retirement age for 
that type of generator (ℝ𝒯𝒯ℒ), the adjustment to the amortized capital and fixed costs is a percentage (𝛾𝛾𝒯𝒯ℒ𝔸𝔸 ) 
of the initialization costs (𝒞𝒞𝒯𝒯ℒ

𝒢𝒢(𝕋𝕋=1)). The percentage is a function of how much older the generator is than 
the retirement age (a user defined value, which as standard is set to those shown in Fig. 1.9). It should be 
noted that the adjustment must take into account the fact that the old capacity is combined with the new 
capacity in the variable 𝓍𝓍𝒯𝒯ℒ.  
 

 
Figure 1.9: Illustration of the amortized cost for old capacity. When retirement age is reached, the cost falls to almost zero; but as it 

continues to age the costs increases due to repairs and maintenance requirements. 
 
Equation (1.46) shows the calculation for the cost to retire the generators that is standard within WIS:dom®-
P. There are many choices for how to compute these costs because there can be full repayment, losses for 
the owner, securitization, or some combination. Equation (1.46) would be altered through its multiplication 
parameter (𝕄𝕄𝒯𝒯ℒ

𝒢𝒢𝒢𝒢 ) to accommodate the different (accelerated) retirement options or policies. These costs to 
retire are then passed through to Eq. (1.47), which tracks the remaining balances that must be continued to 
be repaid until they are cleared. The standard assumption in WIS:dom®-P is that the entity enclosing the 
location pays to the retirement. Again, these equations can be altered to investigate the possibility of 
socializing the costs or write-downs for the utilities or owners. 
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𝒞𝒞𝒯𝒯ℒ
𝒢𝒢𝒢𝒢(𝕋𝕋) = �

0                                                                 ∀ 𝕋𝕋 = 1,𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋) < ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ

𝕄𝕄𝒯𝒯ℒ
𝒢𝒢𝒢𝒢 ∙ �𝒞𝒞𝒯𝒯ℒ

𝒢𝒢(𝕋𝕋) + 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢ℴ(𝕋𝕋)� ∙ �ℝ𝒯𝒯ℒ − 𝔸𝔸𝒯𝒯ℒ

(𝕋𝕋)�        ∀ 𝕋𝕋 ≥ 2,𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋) < ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ

𝛿𝛿𝒯𝒯ℒ𝔸𝔸 ∙ 𝒞𝒞𝒯𝒯ℒ
𝒢𝒢(𝕋𝕋=1)                                            ∀ 𝕋𝕋 ≥ 2,𝔸𝔸𝒯𝒯ℒ

(𝕋𝕋) ≥ ℝ𝒯𝒯ℒ ,𝒯𝒯,ℒ

 

 
(1.46) 

 

ℜℒ
(𝕋𝕋) = �

0                                                                                                      ∀ 𝕋𝕋 = 1,ℒ

�� � �𝒜𝒜𝒯𝒯ℒ
(𝕋𝕋−𝑖𝑖) ∙ 𝒞𝒞𝒯𝒯ℒ

𝒢𝒢𝒢𝒢(𝕋𝕋−𝑖𝑖) ∙ �𝕊𝕊𝒯𝒯ℒ − � 𝕃𝕃(𝕋𝕋−𝑚𝑚)

𝑚𝑚≤𝑖𝑖

��
𝑖𝑖≤𝕋𝕋−1

𝑖𝑖≥1

�
𝒯𝒯

     ∀ 𝕋𝕋 ≥ 2,ℒ 

 
(1.47) 

 
The parameter 𝒜𝒜𝒯𝒯ℒ

(𝕋𝕋−𝑖𝑖) informs Eq. (1.47) of which terms to sum together and which to ignore. The parameter 
is defined by Eq. (1.48) below: 
 

𝒜𝒜𝒯𝒯ℒ
(𝕋𝕋−𝑖𝑖) =

⎩
⎪
⎨

⎪
⎧0 𝑖𝑖𝑖𝑖 �𝕃𝕃(𝕋𝕋−𝑚𝑚)

𝑚𝑚≤𝑖𝑖

≥ 𝕊𝕊𝒯𝒯ℒ                                                  ∀ 𝕋𝕋 ≥ 2,𝑛𝑛 ≤ 𝕋𝕋 − 1,𝒯𝒯,ℒ 

0 𝑖𝑖𝑖𝑖  𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋−𝑖𝑖) ≥ ℝ𝒯𝒯ℒ                                                         ∀ 𝕋𝕋 ≥ 2,𝑛𝑛 ≤ 𝕋𝕋 − 1,𝒯𝒯,ℒ

1   𝑖𝑖𝑖𝑖 𝔸𝔸𝒯𝒯ℒ
(𝕋𝕋−𝑖𝑖) < ℝ𝒯𝒯ℒ 𝑎𝑎𝑛𝑛𝑎𝑎 �𝕃𝕃(𝕋𝕋−𝑚𝑚)

𝑚𝑚≤𝑖𝑖

< 𝕊𝕊𝒯𝒯ℒ            ∀ 𝕋𝕋 ≥ 2,𝑛𝑛 ≤ 𝕋𝕋 − 1,𝒯𝒯,ℒ

. 

 
(1.48) 

 
Figure 1.10 illustrates the retirement costs as computed within WIS:dom®-P. It shows that, as standard, the 
total cost has to be repaid until the end of the amortization period and after that 7.5% must be paid for 
another 50% of the number of years, until finally the cost is zero to retire. All these values are adjustable by 
the user.  
 
Figure 1.11 displays how WIS:dom®-P also adjusts the heat rates (thermal) and efficiencies (non-thermal) of 
the power plants as they age and degrade. As with the other variables, this is performed using the weighted 
average age and the life time.  
 
It is clear from Eqs (1.42) – (1.48) that the weighted average computations result in information loss about 
specific power plants and exact ages. This is a construct of the method used to incorporate some age-
related details while solving in a tractable amount of time over large geographic areas (at high spatial and 
temporal granularity). A version of WIS:dom®-P exists where the retirements are handled very differently 
and preserve more information about generator ages and characteristics; but over multiple states (or 
regions) the solve times are approximately an order of magnitude longer.  
 
From testing, the information lost results in minimal differences over most geographic footprints (of the 
order of 0.5% in terms of costs and similar for emissions). Of course, any inaccuracy is unwanted, but the 
authors feel that the tradeoff was advantageous to model retirements as described above. 
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Figure 1.10: Illustration of the retirement payment required as a function of amortized lifetime. When retirement age is reached, the 

cost falls to 7.5%; but once it reaches 1.5x of its amortized lifetime the cost drops to zero. 
 

   
Figure 1.11: Illustration of the adjustments to the heat rates (left) and efficiencies (right) of the generators with age. There is a 

oscillatory behavior because it is assumed in WIS:dom®-P that there are retrofits periodically as part of the operating and 
maintenance costs. 
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2. VCE® Datasets & WIS:dom®-P Inputs 
 

2.1 Generator Input Dataset 
 
VCE® processed the Energy Information Administration annual data from 2018 to create the baseline input 
generator dataset for the United States. WIS:dom® has the ability to solve over such scales at 5-minute 
resolution for several years chronologically.  
 
The generator input datasets are based off of the publicly available EIA 860 and EIA 923 data. The 2018 data 
is what was available for this study. We go through several steps to align and aggregate technology types 
to the 3 km grid space to match with the NOAA HRRR weather data. In the process, we also analyze year-
on-year changes. Across the United States, general trends show coal capacities falling with natural gas 
combined cycle growing. Wind, solar and storage plants are on the rise as well. This continues even into the 
released December EIA 860M 2019 Monthly data. 
 
The following outlines the process VCE® undergoes to prepare the generator input datasets: 
 

1. Data is merged between the EIA 860 and EIA 923 data. 
2. Initial quality control is applied to the data. 
3. Align the location of the generators to the nearest 3 km HRRR cell. This can be more difficult for 

generators on state boundaries as well as land/water boundaries. As such, extra care is given to ensure 
that the mapped generators are correct. 

4. Aggregation of the generator types in each 3 km grid cell. As an example, if two separate coal plants 
are in the same grid cell, the capacity is summed for coal in that grid cell. 

5. Further spatial checks are performed to make sure the output aligns with the original data. 
6. Final model input format produced. A county level average of all generator types is also created. 

 
VCE® also works with the Catalyst Cooperative (https://catalyst.coop/), a company with the goal to help the 
energy research community by processing major publicly available sources into a format that is organized 
and stream-lined to use. This is helping our processes become quicker and eventually more frequent on 
this input dataset.  
 
Figures 2.1 – 2.4 show the current WIS:dom®-P initialization structure for generation technologies. 
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Figure 2.1: The VCE® generator technology bins. 
 

 
 

Figure 2.2: WIS:dom® estimated generation for the Contiguous United States. The annual generation is 4,138 TWh. 
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Figure 2.3: WIS:dom® estimated capacity share for the contiguous United States. The total capacity modeled is 1,190,410 MW. 
 

 
 

Figure 2.4: WIS:dom® Capacity for the states in the Contiguous United States. 
 
Figure 2.5 shows the locations of the currently (2018) installed generators across the contiguous United 
States.  
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Figure 2.5: WIS:dom® estimated location of generation technologies for the Contiguous United States. 
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2.2 Renewable Siting Potential Dataset 
 
VCE® performs an extensive screening procedure to determine the siting potential of new generators across 
the contiguous United States. This ensures that the WIS:dom® model has constraints on where it can build 
new generation. First, USGS land cover information is utilized as a base within each 3 km grid cell to 
determine what is there (Figure 2.6 top left panel). 
 

 

 
 

Figure 2.6: WIS:dom® land cover (top left), distributed solar PV siting bounds (top right), utility-scale wind bounds (bottom right) and 
utility-scale solar PV (bottom right). 

The first screening algorithm follows these steps: 

1. Remove all sites that are not on appropriate land-use categories. 
2. Remove all sites that have protected species. 
3. Remove all protected lands; such as national parks, forests, etc.  
4. Compute the slope, direction and soil type to determine its applicability to VRE installations.  
5. Determine the land cost multipliers based on ownership type. 
6. Remove military and other government regions that are prohibited.  
7. Avoid radar zones and shipping lanes.  
8. Avoid migration pathways of birds and other species.  

The above, along with the knowledge of what is already built within a HRRR cell from the Generator Input 
data provides WIS:dom® with a view of where it can technically build certain generators as well as certain 
technologies. Figure 2.6 includes the siting constraints for wind, utility-scale solar PV and distributed solar 
PV. 

For wind, utility-scale solar PV, distributed solar PV, and electric storage the available space use converted 
into capacity (MW & MWh) by assuming a density of the technologies. This is particularly important for 
wind and solar PV because of wake effects and shading effects, respectively. The maximum density of wind 
turbines within a model grid cell was restricted to no more than one per km2 (< 4 MW / km2). Solar PV was 
restricted to a maximum installed capacity of 33 MW per km2. For storage, it is assumed for a 4-hour battery 
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the density is 250 MW / km2. For all thermal generation, the density assumed for new build is 500 MW / 
km2. Thus, for a 3-km grid cell the resulting maximum capacities (in the CONUS) are: 
 

• Wind – 36 MW; 
• Utility Solar PV – 297 MW; 
• Distributed solar PV – 68 MW; 
• Storage (4-hr) – 2,250 MW or 9,000 MWh; 
• Thermal generators – 4,500 MW. 

 
These densities and values also ensure that WIS:dom® does not over build in a single grid cell because the 
combined space is constrained, as these numbers are maximums assuming only that technology exists.  
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2.3 Standard Inputs 

There is a standard suite of input data for the WIS:dom®-P model that sets the stage for several base 
assumptions about the energy grid and generator technologies. This includes: 

• Generator cost data (capital, fixed, variable, fuel); 
• Generator lifetime terms; 
• Standard generator heat rates; 
• Transmission/Substation costs; 
• Legislature in the energy sector: 

o Renewable portfolio standards; 
o Clean energy mandates; 
o GHG emissions requirements; 
o Storage and offshore mandates); 
o PTC/ITC; 

• Jobs for various technologies. 

This is a list of the most commonly discussed standard inputs the model uses and are looked at in this 
document. The above list is not exclusive and much more information is ingested by WIS:dom®-P to narrow 
down characteristics of various generation technologies. The list of standard files is constantly growing as 
the industry evolves. Additional inputs can be easily incorporated into WIS:dom®-P.  

The standard inputs remain constant throughout the scenarios modeled for a study unless specifically 
requested to change. However, the standard inputs are changing within each scenario throughout each 
investment period modeled. The overnight capital, fixed O&M and variable O&M costs for each generator 
technology are predominantly based upon the NREL ATB values. It is noted where this is not the case. The 
NREL values were chosen to be reputable values; are used by RTOs in their modeling; give high granularity 
and are updated frequently. The fuel costs come from the EIA Annual Energy Outlook data, another source 
that is reputable and regularly updated. VCE® provides fuel and capital costs multipliers by state to further 
tune the areal layout of these standard cost inputs. Other standard inputs are a combination of VCE® internal 
research and work with various partners in the industry. 

These input assumptions are ingested into WIS:dom®-P to provide insight and bounds to the optimization 
selections for each investment period. It offers the model a picture of what cost options are available to 
optimize.  
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Figure 2.7: The overnight capital costs in real $/kW-installed for thermal power plants in WIS:dom®-P.  

 
Figure 2.8: The overnight capital costs in real $/kW-installed for non-thermal power plants in WIS:dom®-P. All costs are from NREL 

ATB 2019, with the exception of storage costs, which were provided by Able Grid, Inc. 
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Figure 2.9: The WIS:dom®-P Capital Cost Multiplier is shown by state for each technology across the US. Shades of red show where 
the capital cost is scaled higher by a given percentage. Cool shades show where technology capital costs in the model are scaled 

down by a given percentage. 
 
Figure 2.9 shows that certain states and regions actually experience lower capital costs when building many 
technologies from the NREL ATB values. It is shown that Texas and, in general, the Southeast United States, 
have lower capital costs for all generator technologies. Storage capital cost is the one exception in the 
Southeast that is more expensive, though not for all southeast states. Certain technologies like Wind and 
Natural Gas Combustion Turbine technologies are more expensive in the Intermountain West. Wind is 
especially expensive in the northeast. In general, California and the New England states consistently show 
higher capital costs multipliers for all generator technologies.  
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Figure 2.10: The fixed operations and maintenance (O&M) costs in real $/kW-yr for thermal power plants in WIS:dom®-P. 

 
Figure 2.11: The fixed operations and maintenance (O&M) costs in real $/kW-yr for non-thermal power plants in WIS:dom®-P. 
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Figure 2.12: The non-fuel variable O&M costs for thermal generators in WIS:dom®-P in real $/MWh. The non-thermal units have zero 

variable O&M costs as those costs are combined into the fixed O&M costs. 

 
Figure 2.13: The fuel costs for thermal generators in WIS:dom®-P in real $/MMBtu. 
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Figure 2.14: The WIS:dom®-P Fuel Cost Multiplier is shown by state for each technology across the US. The color scale shows a 

percentage multiplier applied to standard fuel costs. Shades of red show where the fuel cost is scaled higher by a given percentage. 
Cool shades show where technology fuel costs in the model are scaled down a given percentage. Renewable fuels are not shown 

here as those fuel costs are the same no matter where the technology is and those fuel costs are null. 

Figure 2.14 shows the spatial variations of fuel costs for thermal units (except geothermal since that cost is 
zero). California and the New England states show higher fuel costs for most of the technologies. New 
Hampshire is an exception for natural gas. Fuel costs for coal are much lower in the middle portion of the 
country. Natural Gas fuel costs are notably lower in Idaho, Utah, New Mexico, Missouri and New Hampshire. 
There is no fuel cost multiplier applied to renewable fuels (wind, solar, hydro) as those are the same 
everywhere across the US and they are fuels that have no cost.  

Storage is one of the most discussed inputs. Storage can have highly variable cost input values depending 
on sources. It also is a heavy driver as to how the model handles renewables, transmission and future 
baseload. The following figure shows the difference between the 2019 NREL Low ATB costs for storage 
versus sources from Able Grid, Inc. VCE® uses the latter in the modeling for storage. 
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Figure 2.15: The Balance of System Capital Cost ($/kw) versus the Battery Pack Capital Cost ($/kWh). This is shown for the 2019 Low 

NREL ATB values in purple. The same information from Able Grid, Inc is show in red.  

 
Figure 2.16: The generic heat rate for thermal generators in WIS:dom®-P in MMBtu/MWh of electricity generated. Explicit heat rates 

for currently installed generators come into the model through the Input Generator Datasets and the EIA 860/923 data. 

We use the same discount rate for all generator technologies in the WIS:dom®-P model. This value is 5.87%, 
which rolls into the cost equations within the model. The lifetime of the various technologies also impacts 
what/when the model optimally deploys generation as well as when it can retire units. The following figures 
shows the standard economic lifetimes for the various technologies used within WIS:dom®-P.  
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Figure 2.17: The economic lifetime for each generator type within WIS:dom®-P in years. The economic lifetime means the time that 

the debt must be cleared from the units. 

Transmission plays a large part in the optimized decisions that the WIS:dom®-P model executes. The 
decision to build renewable technologies can be affected by the standard inputs around transmission 
aspects.  
 

 
Figure 2.18: Shows the overnight capital cost of DC transmission in WIS:dom®-P in real $/MW-mile installed over various distances. 

Costs are shown for 2018, 2030 and 2050. The overnight capital cost of AC transmission (including substations) is also shown in blue. 
This is the same cost no matter the investment period. 

The economic lifetime, or rather, length of amortization, of the transmission assets in the model are 60 years 
for all investment periods. 
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VCE® documents and researches the various state legislature and renewable energy goals by tracking 
Renewable Portfolio Standards, Clean Energy Mandates, Offshore Wind Mandates, Storage Mandates and 
GHG Emission Reduction Mandates. These are utilized to inform the WIS:dom®-P model of what is expected 
and what goals are set. This provides the bounds and definitions of what the model is required to build as 
it optimizes systems of the future. Over 30 states have a renewable portfolio standard in place. Just over 10 
states currently have a clean energy mandate. The northeast has become increasingly aggressive in setting 
offshore wind energy targets. Storage mandates have started to show up in the recent years as well. The 
following figures lay out the legislative goals by 2050. The Production Tax Credit and the Investment Tax 
Credit for renewables is also discussed. This directly ties into the cost of renewables built in WIS:dom®-P. 
 

 
Figure 2.19: The Renewable Portfolio Standards percentage requirement of each state across the US. 

 

 
Figure 2.20: The Clean Energy Mandate percentage requirements of each state across the US. 
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Figure 2.21: The Offshore Wind requirement in MW for each state across the US. 

 

 
Figure 2.22: The Storage Mandates requirement in MW for each state across the US. 
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Figure 2.23: The GHG Emissions Reduction percentage requirement of each state across the US. 

 
 

 
Figure 2.24: The Production Tax Credit subsidiary and the Investment Tax Credit. Note that for 2030 and beyond, the 10% ITC 

remaining is for utility scale projects only. 
 

VCE® also performs work and analysis to represent job numbers that arise from various technologies and 
transmission across the US. These inputs set the stage for how many jobs become available depending on 
what is deployed during the various investment periods. This is an important metric for decision makers to 
know and understand as the energy industry evolves. VCE® uses a combination of sources to derive these 
numbers including IMPLAN, JEDI and US Energy Job reports. 
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Figure 2.25: Employment per MW available from Coal. 

 

 
Figure 2.26: Employment per MW available from Distribution. 

 

 
Figure 2.27: Employment per MW available from Geothermal and Biomass. 
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Figure 2.28: Employment per MW available from Hydro. 

 

 
Figure 2.29: Employment per MW available from Natural Gas. 

 

 
Figure 2.30: Employment per MW available from Nuclear. 
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Figure 2.31: Employment per MW available from Solar. 

 

 
Figure 2.32: Employment per MW available from Storage MW. 

 

 
Figure 2.33: Employment per MWh available from Storage. 
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Figure 2.34: Employment per MW available from Transmission. 

 

 
Figure 2.35: Employment per MW available from Wind. 
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2.4 Renewable Generation Dataset 
 
Weather is an integral component to modeling generation from variable renewable energy sources (such 
as wind and solar), the efficiency of conventional generators, the transmission ampacity and electric losses, 
and the electric demand profiles (specifically traditional demands, electric space heating, electric water 
heating and electric vehicle charging).  
 
The raw weather data is obtained from the National Oceanic and Atmospheric Administration (NOAA) High 
Resolution Rapid Refresh (HRRR) weather forecast model, which is a specially configured version of 
Advanced Research WRF (ARW) model. The HRRR is run every hour over a 3-km horizontal resolution that 
covers the continental United States as well as portions of Canada and Mexico. Since its inception, HRRR 
has undergone rapid and continuous improvement to its physical parameterization schemes, many of which 
have specifically targeted improved forecasts for the renewable energy sector. Through collaborative 
research efforts between the Department of Energy (DOE) and NOAA, projects such as the Solar Forecast 
Improvement Project [1], the Wind Forecast Improvement Projects I and II [2], [3] were conducted to 
improve forecasts of meteorological quantities important for wind and solar energy. 
 

2.4.1 Wind power dataset method 
 
The amount of wind power captured by a wind turbine is proportional to the cube of the wind speed 
directed into the wind turbine, parallel to the rotor. As wind turbines have grown taller and the rotor swept 
area has increased, different portions of the wind turbine rotor are exposed to (significantly) different 
conditions of wind speed, temperature, air density and precipitation. Therefore, it is critical to capture these 
impacts of varying meteorological conditions with height on wind power production in modeling. VCE® 
incorporates these profiles of meteorological conditions using the rotor equivalent formulations [4], [5]. The 
VCE® wind power model is described in the present section. 
 
The VCE® wind power dataset is created using the HRRR weather forecast outputs. VCE® stores the HRRR 
outputs for forecast hours 0 (also known as initialization), 2, 6, and 12. The forecast hour 2 output has been 
found to be the most accurate, and thus is used for the wind power calculations10. The following variables 
are used to create the VCE® wind power dataset:  
 

• Horizontal components of wind (u, v) 
• Pressure (P) 
• Temperature (T) 
• Specific humidity (spH) 
• Geopotential height (GPT) 
• Cloud-water mixing ratio (cwr) 
• Rain-water mixing ratio (rwr) 
• Wind gust at lowest level (WG) 

 
The HRRR variables are output on three different vertical coordinates: Pressure coordinates, Terrain 
following sigma coordinates, a Hybrid vertical coordinates. The hybrid vertical coordinate mitigates the 
small-scale noise found near steep terrain, while having better vertical resolution than the pressure 

                                                 
10 During periods where forecast hour 2 is missing, the corresponding forecast hour 0 is used and for periods where forecast hour 0 is also missing, the 
corresponding forecast hour 6 is utilized. 
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coordinates.  Figure 2.36 shows an example horizontal transect through complex terrain.  It can be seen that 
the vertical velocity fields are much more realistic in magnitude and less noisy in the hybrid coordinate. 
 

 
Figure 2.36: Reduction in noise in the hybrid coordinate (left) compared to the terrain following coordinate (right). 

 
The HRRR model outputs do not include density and needs to be calculated. Density is calculated using a 
modified formulation of the ideal gas law 
 

𝜌𝜌 =
𝑃𝑃𝑜𝑜0.2854𝑃𝑃(1−0.2854)

𝑅𝑅𝑇𝑇𝑣𝑣
                                                                                     (1) 

 
where R is the specific gas constant (287.058 Jkg-1K-1 for dry air) and Tv is the virtual potential temperature, 
which is calculated using the formula 
 

𝑇𝑇𝑣𝑣 =
𝑇𝑇

�𝑃𝑃 𝑃𝑃𝑜𝑜� �
𝜅𝜅 �1 + 0.61𝑠𝑠𝑠𝑠𝑠𝑠 −  (𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑐𝑐𝑐𝑐𝑐𝑐)�                                                               (2) 

 
Here Po is the standard pressure which is 105 Pa and 𝜅𝜅 is the Poisson constant given by 
 

𝜅𝜅 = 0.2854 ∗ (1 − 0.24 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠)                                                                           (3) 
 
The modified formulation is utilized to account for the buoyancy effects for the change in temperature and 
pressure with height above the ground. The buoyancy effect is captured by the virtual potential temperature 
calculated in Eq (2). The horizontal wind speed components (u,v), density, temperature and cloud-water 
mixing ratio are interpolated for heights 20 m above the ground to 300 m above the ground with 15 m 
vertical resolution. The HRRR wind gust outputs are used to compute a gust factor expressed as a fraction 
of the mean wind speed.   
 

2.4.1.1 Rotor equivalent calculations 
 
Wind turbine power generation potential is derived as the kinetic energy flux through the wind turbine rotor 
layer. This general relationship is shown in Equation (4) 
 

𝑃𝑃𝑤𝑤 =
1
2
𝐶𝐶𝑝𝑝𝜌𝜌𝜌𝜌𝑈𝑈3                                                                                              (4) 

 
where Cp is the coefficient of power (ratio of actual power generated to available power in the wind), ρ is 
the air density, A is area of the wind turbine rotor and U is the horizontal wind velocity component along 
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the horizontal axis of the wind turbine rotor. The vertical component of the velocity does not contribute 
appreciably to wind power production as modern wind turbines use aerodynamic lift for propulsion. In 
addition, any drag-component due to vertical velocity is assumed to cancel out over the rotor swept area. 
Equation (4) is valid as long as the density and velocity do not change within the rotor swept area of the 
wind turbine. However, modern wind turbine rotors can span vertical extents of 100 m or more and the 
variables that impact wind power production can change significantly within this vertical extent (Figure 
2.37). 
 

 
Figure 2.37: Schematic showing how the wind profile can change within the rotor layer and how the wind turbine rotor is divided to 

calculate the rotor equivalent variables. 
 
The rotor equivalent formulation provides a more accurate estimate of wind power production by taking 
into account the vertical profile of the variables affecting wind power production. At its core, the rotor 
equivalent formulation allows calculation of the area weighted mean of the various meteorological variables 
across the wind turbine rotor. The rotor area is divided into sections with respect to height equal to the 
vertical resolution of the dataset (15m). Each of the variable values at a given height is area weighted by the 
portion of the wind turbine rotor it represents (equal to the vertical resolution) in order to estimate the 
equivalent effect of the vertical profile of that variable.  Equations (5) and (6) show how the speed and 
density in Equation (4) can be replaced by their rotor equivalent counterparts. 
 

𝑈𝑈𝑒𝑒𝑒𝑒 =
1
𝜌𝜌
�

𝑢𝑢𝑖𝑖𝑢𝑢𝐻𝐻 + 𝑣𝑣𝑖𝑖𝑣𝑣𝐻𝐻
𝑈𝑈𝐻𝐻

𝜌𝜌𝑖𝑖
𝑖𝑖

                                                                                      (5) 

𝜌𝜌𝑒𝑒𝑒𝑒 =
1
𝜌𝜌
�𝜌𝜌𝑖𝑖𝜌𝜌𝑖𝑖
𝑖𝑖

                                                                                                       (6) 

 
In Equation (5), the effect of turbulence is neglected. The effect of turbulence can be included in the power 
calculations using Equation (7), as derived in [5]: 
 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 =
1
𝜌𝜌
�

(𝑢𝑢𝑖𝑖 + 𝑢𝑢𝑖𝑖′)(𝑢𝑢𝐻𝐻 + 𝑢𝑢𝐻𝐻′ ) + (𝑣𝑣𝑖𝑖 + 𝑣𝑣𝑖𝑖′)(𝑣𝑣𝐻𝐻 + 𝑣𝑣𝐻𝐻′ )
[(𝑢𝑢𝐻𝐻 + 𝑢𝑢𝐻𝐻′ )2 + (𝑣𝑣𝐻𝐻 + 𝑣𝑣𝐻𝐻′ )2]1/2 𝜌𝜌𝑖𝑖

𝑖𝑖

                                                    (7) 
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where (. )′ denotes tendency of that variable in a given time period (5-min in our case). Equation (7) shows 
that the effect of turbulence results in additional wind power being generated, which makes sense 
analytically as turbulence represents additional energy in the wind. However, actual wind turbine response 
to turbulence results in additional power generated at the lower end of the power curve (due to the 
additional energy). It also results in under-performance at the higher end of the power curve due to the 
positive velocity fluctuations being damped by the wind turbine control [6].  The effect of turbulence on 
power production due to wind turbine control can only be modelled through a full mechanical modeling of 
the wind turbine as is done by the National Renewable Energy Laboratory (NREL) FAST software. In our 
analysis, this effect of turbulence is neglected as it is found to be much smaller compared to the effect of 
wind speed and direction shear [5].   
 
The rotor equivalent formulation takes into account the change in density with respect to height as well as 
wind speed and direction shear on wind turbine power potential calculations. The rotor equivalent 
formulation is also applied to the temperature and moisture information as shown in Equations (8) and (9). 
The rotor equivalent temperature and moisture information is used to determine icing possibility within the 
wind turbine rotor. 
 

𝑇𝑇𝑒𝑒𝑒𝑒 =
1
𝜌𝜌
�𝑇𝑇𝑖𝑖𝜌𝜌𝑖𝑖
𝑖𝑖

                                                                                                         (8) 

𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒 =
1
𝜌𝜌
�𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝜌𝜌𝑖𝑖
𝑖𝑖

                                                                                                    (9) 

 
The rotor equivalent quantities are then linearly interpolated to 5-min intervals for each of the HRRR grid 
cells. The linear interpolation also covers any possible periods of data outages. These 5-min rotor equivalent 
quantities are used in the power calculations. In order to calculate actual power generation from the 
theoretical available power in the wind a Cp curve is used. A Cp curve is the ratio of the actual electrical 
power generated for a given wind speed to the theoretical available power in the wind given by Equation 
(10)  
 

𝐶𝐶𝑝𝑝 =
𝑃𝑃(𝑢𝑢)

𝑃𝑃𝑤𝑤𝑖𝑖𝑤𝑤𝑤𝑤(𝑢𝑢).                                                                                                      (10) 

 
As the wind moves passed the wind turbine blades, it transfers momentum to the turbine blades and 
produce electricity. This transfer of momentum from energy extraction results in the control volume of the 
wind passing through the turbine to expand downstream of the rotor to preserve continuity.  Based on this, 
[7] calculated the theoretical maximum energy that can be extracted by a wind turbine. This theoretical 
maximum, called the Betz limit, is equal to 59.3% and is the maximum value a Cp can take. 
 
The Cp curve varies for different types of wind turbines. The International Electrotechnical Commission (IEC) 
described four classes for wind turbines: Classes I, II, III and offshore. The shape of the Cp curve is defined 
not only by the physical limits on converting wind power to electricity, but also the control strategies 
employed by the wind turbine. For all onshore locations, the IEC-III curve is used and the offshore curve is 
used for all offshore locations. 
 
To accurately calculate wind power generation, the following two components are important and depend 
on how the Cp curve is used: 
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• The impact of turbulence on power generation; 
• Wind turbine response to changes in air density. 

 
2.4.1.2 Effect of turbulence 

 
As described earlier, turbulence has a complicated impact on the wind power generation. At wind speeds 
closer to the cut-in speed, the presence of turbulence increases power generated from the turbine, while at 
wind speeds closer to the rated power, turbulence reduces the power output from a wind turbine [6]. The 
reason for this behavior is that near cut-in speed, the positive fluctuations due to turbulence are allowed to 
generate excess power, while the negative fluctuations do not have any effect as the turbine is not 
generating any power in that case. Near the rated speed, the positive fluctuations due to turbulence get 
damped out by the wind turbine control, while the negative fluctuations reduce power output, and hence 
the net effect is a reduction in power output from the turbine. 
 
Modelling this effect analytically is difficult as seen from Equation (7), where presence of turbulence always 
results in increased power production. Therefore, instead of trying to model this effect analytically, it was 
decided to utilize the characteristics of the Cp curve to simulate the wind turbine control response. To do 
this, the HRRR model wind speed output needs to be perturbed in a manner that actual atmospheric 
turbulence would, as shown in Equation (11), known as the Reynold’s decomposition. 
 

𝑈𝑈(𝑡𝑡) = 𝑈𝑈�(𝑡𝑡) + 𝑢𝑢′(𝑡𝑡)                                                                                      (11) 
   
where, U(t) is the wind speed including effect of turbulence at given timestep, 𝑈𝑈�(𝑡𝑡) is the mean wind speed 
at a given timestep from the HRRR, and 𝑢𝑢′(𝑡𝑡) is the random turbulence perturbation at that timestep. 
 
The perturbations that need to be added to the HRRR model wind speed are estimated using the wind gust 
HRRR model output. The HRRR model estimate of wind gust represents a sudden, brief increase in peak 
wind speed (lasting less than 20 seconds) expected at a given timestep. An estimate of the standard 
deviation of turbulence from this peak value is needed. Assuming that the turbulence distribution is 
symmetric (skewness of zero), which is reasonable for horizontal velocity turbulence, and that it follows a 
standard normal distribution, the standard deviation can be estimated using Equation (12): 
 

𝜎𝜎𝑈𝑈 =
�𝑈𝑈𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 − 𝑈𝑈𝑒𝑒𝑒𝑒�

4
                                                                              (12) 

 
where, 𝑈𝑈𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the model outputted wind gust at a given timestep, 𝑈𝑈𝑒𝑒𝑒𝑒 is rotor equivalent wind speed from 
Equation (5), and 𝜎𝜎𝑈𝑈 is the standard deviation of wind speed due to turbulence. 
 
The reasoning used in Equation (12) to calculate standard deviation is based on the following. Since the 
gust is the peak wind speed observed, it is assumed to be a value in the 99.9936th percentile which is four 
standard deviations from the mean. The standard deviation of wind speed due to turbulence calculated 
using Equation (12) is now used to calculate the random perturbation to the rotor equivalent wind speed 
at a given timestep using Equation (13): 
 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) = 𝑈𝑈𝑒𝑒𝑒𝑒 + 𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟(0,𝜎𝜎𝑈𝑈)                                                                 (13) 
 
where, 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 is the rotor equivalent wind speed including the effect of turbulence. The rest of the calculations 
proceed as described earlier. 
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2.4.1.3 Wind turbine response to density fluctuations 

 
Modern wind turbines have control responses to maximize wind generation in presence of changing air 
densities. This control response is usually active close to the rated wind speed, but can also extend to region 
2 of the power curve. Figure 2.38 shows the turbine response in terms of the observed Cp values in response 
to changes in air density. 
 
As seen in Figure 2.38 the Cp value is a function of both wind speed and density (top panel) and the changes 
in Cp values compared with the Cp value at standard density are highly non-linear (bottom panel). However, 
the change in Cp with respect to density at a given wind speed is linear. The slope and intercept of this linear 
behavior changes at every wind speed. Therefore, a model was constructed to predict the slope and 
intercept of the change in Cp at a given wind speed. This model allows predict of a “correction” to the Cp at 
standard density and given wind speed, which will produce the correct Cp value at that wind speed and 
density. 
 
Figure 2.39 shows the comparison of the described model predicted Cp values against the actual 
manufacturer supplied Cp values. It is seen that the model is able to predict the changes to the Cp values at 
various densities and wind speeds accurately. The comparison of the Cp values at various densities to the 
Cp values at the standard density (1.225 kg/m3) show that there can be differences of up 50% of the Cp value 
at a given wind speed. Hence it is very important to quantify the impact of density on the Cp values. 
 

 
Figure 2.38: Impact of density on Cp values for a 2.3 MW Siemens wind turbine. 
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Figure 2.39: Comparison of model predicted Cp (black dashed line) values to the actual turbine Cp values (red solid line).  The 

standard Cp value at density of 1.225 kg/m3 is shown in solid green line. 
 
The WIS:dom® model takes into account time periods where generation may not be possible due to extreme 
weather conditions. Normal operational temperatures for wind turbines are set to be between -25oC and 
45oC. In addition, the potential for icing is also calculated. Icing is considered possible when temperatures 
are below -15oC and cloud-water mixing ratio is greater than zero. The periods with potential for icing or 
temperatures outside of normal operating conditions are set to zero power output. It is important to identify 
periods such as the above where generation will be limited or zero as these are usually correlated with 
periods of high energy demand. WIS:dom® then has to ensure that the demand during these periods will 
be met in some other way. 
 
The above power calculations are performed for each 3-km HRRR grid cell (~1.9 million grid cells) for all 
the years required to run WIS:dom®. The WIS:dom® model is run on the same grid as the HRRR, however, 
only a subset of the HRRR cells are made available for wind plant development. The potential for wind 
development in MW for each HRRR cell is made available to WIS:dom®, which is used in determining 
whether wind generation gets built or not. The available wind capacity potential provided to WIS:dom® is 
shown in Figure 2.40 (d). When choosing to build wind generation, WIS:dom® can choose the most optimal 
hub-height wind turbine to build. As seen from Figure 2.40 (a) and 2.40 (c), higher hub-heights give higher 
wind power capacity factors. However, there are additional costs associated with building taller towers and 
wind turbines capable to withstanding higher wind loading. WIS:dom® takes these costs into account and 
determines the optimal hub-height at a given location. The optimal height is determined by evaluating 
whether the increased cost due to the higher tower height is offset by increased revenue or demand met 
from additional power generation at the higher hub-height. In this analysis it is assumed that the same 
turbine rotor is installed on taller towers. An important impact of this assumption is that as the hub-heights 
increases, the wind power capacity factors also increase due to the higher average wind speeds at increased 
heights above the ground. However, beyond a certain hub-height, wind power capacity factors start to 
decrease. This decrease in power capacity factors is due to increased wind speeds at higher hub-heights, 
the wind turbines are in the cut-off portion of the power curve more often. Therefore, to take full advantage 
of the increased wind resource at higher heights will require a redesign of the turbine rotor to operate in 
the higher wind speed regime. 

https://vibrantcleanenergy.com/


©Vibrant Clean Energy, LLC  Boulder, Colorado 
info@vibrantcleanenergy.com August 1st, 2020 VibrantCleanEnergy.com 

- 82 - 

 

 
Figure 2.40: The wind power dataset. Mean wind power capacity factor at for 80-m hub-height using data from year 2014 (top left), 
optimal hub-height for the CONUS (top right), mean wind power capacity factor for 120 m hub-height using data from year 2014 

(bottom left), and wind plant siting constraints for the CONUS (bottom right). 
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2.4.2 Solar power dataset method 
 
Calculation of the solar PV power generation requires accurate forecasts of Global Horizontal Irradiance 
(GHI), Direct Normal Irradiance (DNI) and Diffuse Horizontal Irradiance (DHI). These variables are then input 
into a PV cell power modeling algorithm. The components of the solar irradiances are related to each other 
by: 
 

GHI = DNI*cos(sza) + DHI                   (14) 
 
where sza is the solar zenith angle. 
 
Numerical weather prediction models did not output forecasts of DNI and DHI until 2016. In addition, 
forecasts of DNI and DHI produced by the HRRR after 2016 have significant biases mainly due to improper 
representation of clouds. To obtain forecasts of DHI and DNI from HRRR model outputs for years before 
2016 and correct for model biases for years after 2016, VCE® employs a linear multiple multivariate 
regression technique developed by [8]. The variables used to create the solar power data are the following: 
 

• From the HRRR 
 
 Downwelling shortwave (SW), 
 Downwelling longwave (LW), 
 10-m wind speed (Wind10m), 
 2-m temperature (T2m), 
 Direct normal irradiance (DNI) – 2016 onwards, 
 Diffuse horizontal irradiance (DHI) – 2016 onwards, 

 
• From GOES-east and GOES-west (for datasets before 2016 only) 

 
 Visible band, 
 4𝜇𝜇m band, 
 11𝜇𝜇m band, 
 13𝜇𝜇m band, 
 Water-vapor band, 

 
• Calculated 

 
 Direct normal irradiance at the top of the atmosphere (DNI0), 
 Solar zenith angle (sza), 
 Solar azimuth angle (azm), 
 Hour-angle (hrang), 
 Declination angle (dec). 

 
The satellite observations are not included starting in 2016, as these observations are already assimilated 
into the HRRR during data assimilation. To perform the regression, we get observations of GHI, DNI and 
DHI from fifteen ground-based radiation measurement sites (SURFRAD and SOLRAD) operated by the 
NOAA. The above variables are chosen as they are most likely to impact the amount of solar irradiance 
reaching the Earth’s surface and its attenuation along the way. A significant portion of the effort in creating 
the solar power dataset is spent on getting the data ready for regression. First, the required HRRR variables 
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are extracted from the HRRR output files at 1-hour resolution. These HRRR variables are then linearly 
interpolated to 5-min intervals. For data gaps of longer than 1-hour, persistence is assumed and they are 
filled in with data from the same hour on the previously available day. Linear interpolation is carried out 
only sub-hourly. 
 
Satellite measurements from GOES-east and GOES-west are used, which allows a stereoscopic observation 
of the cloud field. Each of the GOES satellite observations cover the full CONUS with observations available 
at 15-min time interval. The GOES satellites make measurements in 5-channels listed above. The 
measurements are in bit count, which are converted to temperature (in Kelvin) using the formula [8]: 
 

𝑇𝑇 =
1
2

(660 − 𝐵𝐵),    0 ≤ 𝐵𝐵 ≤ 176     𝑟𝑟𝑟𝑟𝑟𝑟 
𝑇𝑇 = 418 − 𝐵𝐵,   176 < 𝐵𝐵 ≤ 255                                                                            (15) 

 
The spatial resolution of the satellite data is 1-km for the visible channel and 4.km for the remaining 
channels. Since the HRRR has a spatial resolution of 3-km, the satellite data are spatially interpolated on to 
the HRRR grid. This spatially interpolated satellite data is then linearly interpolated in time to 5-min intervals 
to match the interpolated HRRR output. 
 
In addition to the variables obtained from the HRRR and satellite measurements, five additional variables 
are calculated. The calculation of solar irradiance at the top of the atmosphere needs to take into account 
the eccentricity of Earth’s orbit. The average DNI0 at the top of the atmosphere is 1360.8 W m-2 and is 
denoted by Io. The equation for the actual irradiance hitting the top of the atmosphere is given by 
 

𝐷𝐷𝐷𝐷𝐷𝐷0 = 𝐷𝐷𝑜𝑜 �
𝑅𝑅𝑎𝑎𝑣𝑣𝑔𝑔
𝑅𝑅

�
2

                                                                                     (16) 

 
where Ravg is the average Earth-Sun distance and R is the instantaneous Earth-Sun distance. The ratio of Ravg 
to R is given by the Fourier expansion in Equation (16) which is accurate to 0.0001 [9] 
 

�
𝑅𝑅𝑎𝑎𝑣𝑣𝑔𝑔
𝑅𝑅

�
2

≈ 1.000110 + 0.034221 cos(𝛿𝛿) + 0.00128 sin(𝛿𝛿) + 0.000719 cos(2𝛿𝛿) + 0.000077 sin(2𝛿𝛿)     (17) 

 
where, the day angle 𝛿𝛿 = 2𝜋𝜋𝑟𝑟

365.242�  radians and d is the day of the year. 
 
The declination angle is also given as a Fourier expansion in Equation (18) which accurate to 0.0006 radians 
[9] 
 
𝑟𝑟𝑑𝑑𝑐𝑐 = 0.006918 −  0.399912 cos(𝛿𝛿)  +  0.070257 sin(𝛿𝛿)  −  0.006758 cos(2𝛿𝛿)  +  0.000907 sin(2𝛿𝛿)                  

− 0.002697 cos(3𝛿𝛿) + 0.00148 sin(3𝛿𝛿)                                                                                              (18) 
 
The hour angle, given by equation (19) is defined as the number of degrees the Sun moves across the sky 
compared to local Solar noon. The hour angle is zero at local Solar noon, positive in the afternoon and 
negative in the morning 
 

ℎ𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 = 15 ∗ (𝐿𝐿𝐿𝐿𝑇𝑇 − 12),                                                                                   (19) 
 
where LST is the local solar time given by 
 

https://vibrantcleanenergy.com/


©Vibrant Clean Energy, LLC  Boulder, Colorado 
info@vibrantcleanenergy.com August 1st, 2020 VibrantCleanEnergy.com 

- 85 - 

𝐿𝐿𝐿𝐿𝑇𝑇 = 𝐿𝐿𝑇𝑇 +
𝑇𝑇𝐶𝐶
60

                                                                                              (20) 
 
where LT is the local time and TC is the time correction factor that accounts for the variation in the local 
Solar time due to the range of longitudes within the same time zone, eccentricity of the Earth’s orbit and 
Earth’s axial tilt (to calculate the last two, the equation of time given by Equation (23) is used).  The time 
correction factor (TC) is calculated as 
 

𝑇𝑇𝐶𝐶 = 4 ∗ (𝑙𝑙𝑙𝑙𝑟𝑟 − 𝐿𝐿𝐿𝐿𝑇𝑇𝐿𝐿) + 𝐸𝐸𝑙𝑙𝑇𝑇                                                                         (21) 
 
where, LSTM is the local standard time meridian is the reference meridian used for a particular time zone 
and is calculated using the equation 
 

𝐿𝐿𝐿𝐿𝑇𝑇𝐿𝐿 = 15 ∗ (𝐿𝐿𝑇𝑇 − 𝑈𝑈𝑇𝑇𝐶𝐶)                                                                            (22) 
 
and EoT is the equation of time, which is an empirically derived relationship that corrects for the eccentricity 
of the Earth’s orbit and the Earth’s axial tilt. The EoT, in radians, is given by a Fourier expansion that is 
accurate to 0.0025 radians or 35 seconds [9] 
 

𝐸𝐸𝑙𝑙𝑇𝑇 = 0.000075 + 0.001868 cos(𝛿𝛿) − 0.032077 sin(𝛿𝛿) − 0.014615 cos(2𝛿𝛿) − 0.040849 sin(2𝛿𝛿).      (23) 
 
 
Now the Solar zenith angle can be calculated using Equation (24) 
 

cos(𝑠𝑠𝑠𝑠𝑟𝑟) = sin(𝑙𝑙𝑟𝑟𝑡𝑡) sin(𝑟𝑟𝑑𝑑𝑐𝑐) + cos(𝑙𝑙𝑟𝑟𝑡𝑡) cos(𝑟𝑟𝑑𝑑𝑐𝑐) cos(ℎ𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟)                          (24) 
 
where, the latitude (lat), declination angle (dec) and hour angle (hrang) are in radians. 
 
Once all the quantities required for the regression are collected, the regression can be performed.  The 
regression is performed separately for the GHI and DNI for computational efficiency and DHI is calculated 
using Equation (14) once the GHI and DNI are known. The regression is represented mathematically as [8] 
 

𝑌𝑌𝑤𝑤×𝑝𝑝 = 𝑋𝑋𝑤𝑤×(𝑟𝑟+1)𝛽𝛽(𝑟𝑟+1)×𝑝𝑝 + 𝜀𝜀𝑤𝑤×𝑝𝑝                                                                     (25) 
 
where,  𝑌𝑌𝑤𝑤×𝑝𝑝 are the endogenous variables (here the ground-based measurements of GHI, DNI and DHI), 
𝑋𝑋𝑤𝑤×(𝑟𝑟+1) are the exogenous variables (here the variables from the NWP model, satellite measurements and 
calculated variables), 𝛽𝛽(𝑟𝑟+1)×𝑝𝑝 are the regression coefficients and 𝜀𝜀𝑤𝑤×𝑝𝑝 are the measurement errors in the 
ground-based observations. 
 

The ground-based observations of the irradiance components measured by the SURFRAD and SOLRAD 
sites are available at 1-min time resolution. These measurements are averaged to 5-min resolution, which 
reduces measurement noise and helps reduce the discrepancy between a point measurement from the 
SOLRAD/SURFRAD sites and the grid-cell average from the HRRR model. The errors in the 
SURFRAD/SOLRAD observations are modelled as 
 

𝜀𝜀 = 5 + 0.02 ∗ (1 − cos(𝑠𝑠𝑠𝑠𝑟𝑟)) + 0.01 ∗ 𝑇𝑇2𝑚𝑚 + 0.005 ∗ 𝐺𝐺𝑠𝑠𝐷𝐷.                                             (26) 
 
The SURFRAD/SOLRAD measurements are known to have error bars of ±5 W m-2 under ideal conditions. 
These errors get larger depending on various factors such as total irradiance, ambient temperature and 
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solar zenith angle. The regression is performed using the advanced statistics package from IDL and analysis 
of variance (ANOVA) techniques are used to determine performance of the regression. The regression 
coefficients that give the best performance are applied to the HRRR data to get irradiance estimates over 
the whole contiguous United States. Once the irradiance components are calculated, the power production 
from a photovoltaic panel can be estimated. 
 

2.4.2.1 Estimating power from solar photovoltaics 
 
A photovoltaic (PV) cell converts solar radiation incident on its surface to electrical power. A PV cells utilizes 
both the direct (DNI) and diffuse (DHI) radiation to produce current and a voltage, which determine the 
power generated by the cell as shown in Figure 2.43 and is defined by Equation (27): 
 

𝑃𝑃𝑔𝑔 = 𝑉𝑉 ∗ 𝐷𝐷.                                                                                                (27) 
 

 
Figure 2.41: Schematic showing the direct and diffuse irradiance on a PV panel with respect to its tilt and azimuth orientation. 

 
The power performance of a PV cell is a complex function of several environmental factors (such as ambient 
temperature, wind speed, incident irradiation) as well as the PV cell characteristics. These environmental 
factors interact non-linearly and make estimating the power output from a PV cell difficult. The power 
performance model used by VCE® is an empirically derived model developed by Sandia National Laboratory 
and described in [10]. To calculate the voltage and current induced in the PV cells, equations (11) to (20) 
from [10] are used. These equations attempt to model the non-linear response of a PV cell as an interaction 
of several factors each having well defined, experimentally derived relationships with the independent 
variables affecting PV cell performance. 
 
To calculate the power produced from a PV cells requires being able to model the shape of the I-V curve of 
the PV panel accurately. The I-V curve of a PV cell shifts depending on the amount of incident radiation on 
the panel and ambient temperature. In order to replicate these effects accurately King et al. [10] model the 
voltage and current response separately using 3,300 measurements made over a range of clear and cloudy 
conditions, wide range of solar irradiance and module temperatures. The measured voltage values are first 
translated to a common temperature of 50oC to remove effects of temperature. The translated 
measurements of voltage and associated irradiance are regressed using Equations (28) and (29) to find 
values of n, c2 and c3: 
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𝑉𝑉𝑜𝑜𝑜𝑜 = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 + 𝐷𝐷𝑔𝑔𝛿𝛿(𝑇𝑇𝑜𝑜). ln(𝐸𝐸𝑒𝑒) + 𝛽𝛽𝑉𝑉𝑜𝑜𝑜𝑜𝐸𝐸𝑒𝑒(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑜𝑜)                                                      (28) 

 
𝑉𝑉𝑚𝑚𝑝𝑝 =  𝑉𝑉𝑚𝑚𝑝𝑝0 − 𝑐𝑐2𝐷𝐷𝑔𝑔𝛿𝛿𝑇𝑇𝑜𝑜 ln(𝐸𝐸𝑒𝑒) − 𝑐𝑐3𝐷𝐷𝑔𝑔(𝛿𝛿𝑇𝑇𝑜𝑜 ln(𝐸𝐸𝑒𝑒))2 − 𝛽𝛽𝑣𝑣𝑚𝑚𝑝𝑝𝐸𝐸𝑒𝑒(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑜𝑜)                                (29) 

 
where 𝑉𝑉𝑜𝑜𝑜𝑜 is the open-circuit voltage, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 is the open-circuit voltage constant, 𝑉𝑉𝑚𝑚𝑝𝑝 is the voltage at maximum 
power, 𝑉𝑉𝑚𝑚𝑝𝑝0 is the constant for voltage in I-V curve, 𝛿𝛿(𝑇𝑇𝑜𝑜) = 𝑟𝑟 𝑘𝑘 (𝑇𝑇𝑜𝑜 + 273.15)/𝑞𝑞 is the thermal voltage per 
cell at temperature 𝑇𝑇𝑜𝑜 ,  𝑟𝑟, 𝑐𝑐2,  𝑐𝑐3 are constants for voltage formula, 𝑞𝑞 is the elementary charge (1.60218e-
19 coulomb), 𝑘𝑘 is the Boltzmann’s constant (1.38066e-23 J K-1), 𝐷𝐷𝑔𝑔 number of cells in series in a module’s 
cell-string, 𝑇𝑇𝑜𝑜 reference cell temperature, 𝑇𝑇𝑜𝑜 = 𝐺𝐺𝑠𝑠𝐷𝐷 ∗ 𝑑𝑑𝑎𝑎+𝑏𝑏∗𝑊𝑊𝑊𝑊 + 𝑇𝑇2𝑚𝑚 is the cell temperature inside the 
module, 𝑊𝑊𝐿𝐿 is the wind speed, 𝑇𝑇2𝑚𝑚 is the 2-m temperature, and 𝑟𝑟,  𝑏𝑏 are constants. 
 
In a similar way, to determine the dependence of module current on incident irradiation, the current values 
are translated to a common temperature and regression coefficients, Co, C1, C4, C5, C6, C7, are determined 
using Equations (30), (31) and (32): 
 

𝐷𝐷𝑚𝑚𝑝𝑝 = 𝐷𝐷𝑚𝑚𝑝𝑝𝑜𝑜{𝐶𝐶0𝐸𝐸𝑒𝑒 + 𝐶𝐶1𝐸𝐸𝑒𝑒2}�1 + 𝛼𝛼𝐼𝐼𝑚𝑚𝑝𝑝(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑜𝑜)�                                                             (30) 
 

𝐷𝐷𝑥𝑥 = 𝐷𝐷𝑥𝑥𝑜𝑜{𝐶𝐶4𝐸𝐸𝑒𝑒 + 𝐶𝐶5𝐸𝐸𝑒𝑒2}{1 + 𝛼𝛼𝐼𝐼𝑔𝑔𝑜𝑜(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑜𝑜)}                                                                 (31) 
 

𝐷𝐷𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥𝑥𝑥𝑜𝑜{𝐶𝐶6𝐸𝐸𝑒𝑒 + 𝐶𝐶7𝐸𝐸𝑒𝑒2}�1 + 𝛼𝛼𝐼𝐼𝑚𝑚𝑝𝑝(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑜𝑜)�                                                              (32) 
 
where, 𝐷𝐷𝑚𝑚𝑝𝑝  is the current at maximum power, 𝐷𝐷𝑚𝑚𝑝𝑝0 is the constant for current in I-V curve, 𝐷𝐷𝑥𝑥 is the current 
at module V = 0.5 𝑉𝑉𝑜𝑜𝑜𝑜, 𝐷𝐷𝑥𝑥𝑥𝑥 is the current at module V = 0.5 (𝑉𝑉𝑜𝑜𝑜𝑜 + 𝑉𝑉𝑚𝑚𝑝𝑝), 𝐷𝐷𝑥𝑥0 is the constant for current in I-V 
curve, 𝐷𝐷𝑥𝑥𝑥𝑥0 is the constant for current in I-V curve, 𝛼𝛼𝐼𝐼𝑚𝑚𝑝𝑝 is the normalized temperature coefficient for 𝐷𝐷𝑚𝑚𝑝𝑝, 
and 𝛼𝛼𝐼𝐼𝑔𝑔𝑜𝑜  is the normalized temperature coefficient for 𝐷𝐷𝑔𝑔𝑜𝑜, the short-circuit current. 
 
In the above equations, Ee is the effective irradiance to which the PV cells in the module respond to and is 
given by 

𝐸𝐸𝑒𝑒 = 𝑓𝑓1 ∗ 𝐿𝐿𝑆𝑆 ∗ �
𝐸𝐸𝑏𝑏𝑓𝑓2 + 𝑓𝑓𝑤𝑤 ∗ 𝐷𝐷𝑠𝑠𝐷𝐷

𝐸𝐸𝑜𝑜
�                                                                          (33) 

 
where,   𝐸𝐸𝑏𝑏 = 𝐷𝐷𝐷𝐷𝐷𝐷 ∗ cos(𝜌𝜌𝐴𝐴𝐷𝐷), which is the beam component of the solar irradiance incident on module 
surface, Eo is the reference solar irradiance (1000 W/m2), 𝑓𝑓1 is the relation between solar spectral variation 
and short circuit current given by 𝑓𝑓1 = 𝑟𝑟0 + 𝑟𝑟1𝜌𝜌𝐿𝐿𝑎𝑎 + 𝑟𝑟2𝜌𝜌𝐿𝐿𝑎𝑎

2 + 𝑟𝑟3𝜌𝜌𝐿𝐿𝑎𝑎
3 + 𝑟𝑟4𝜌𝜌𝐿𝐿𝑎𝑎

4, where 𝑟𝑟0, 𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, 𝑟𝑟4 are 
constants and AMa is the absolute air-mass (dimensionless), 𝐿𝐿𝑆𝑆 is the soiling factor, 𝑓𝑓2 is the relation 
between optical influences and solar angle-of-incidence, 𝑓𝑓2 = 𝑏𝑏0 + 𝑏𝑏1 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷 + 𝑏𝑏2 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷2 + 𝑏𝑏3 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷3 + 𝑏𝑏4 ∗
𝜌𝜌𝐴𝐴𝐷𝐷4, where 𝑏𝑏0, 𝑏𝑏1, 𝑏𝑏2, 𝑏𝑏3, 𝑏𝑏4 are constants, 𝜌𝜌𝐴𝐴𝐷𝐷 = cos𝛽𝛽 cos𝜃𝜃𝑧𝑧 − sin𝛽𝛽 sin𝜃𝜃𝑧𝑧 cos𝛾𝛾 is the angle of incidence, 
where 𝛽𝛽 is tilt angle of the panel with respect to the ground,  𝜃𝜃𝑧𝑧 is solar zenith angle, 𝛾𝛾 is the azimuth angle 
with respect to the north-south, and 𝑓𝑓𝑤𝑤 is the relative response to diffuse versus beam irradiance. 
 
The empirical functions f1(AMa) and f2(AMa) quantify the effect of solar spectral variation and optical 
influences on short-circuit current. These functions are determined from laboratory testing and account for 
systematic effects that occur during clear sky periods. Absolute airmass provides a relative measure of the 
path length solar radiation has to travel at a given solar zenith angle compared to a solar position of directly 
overhead. 
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The performance of a PV panel also depends on the module temperature as seen in Equations (28)-(32). 
The thermal response of a PV cell can be modelled as 
 

𝑇𝑇𝑜𝑜 = 𝐺𝐺𝑠𝑠𝐷𝐷 ∗ 𝑑𝑑𝑎𝑎+𝑏𝑏∗𝑊𝑊𝑊𝑊 + 𝑇𝑇2𝑚𝑚.                                                                                   (34) 
 
The simple model for expected module temperature given by Equation (31) has been shown to have 
accuracy of ±5oC, which results in uncertainty in power output of less than 3%. 
 
The constants in the power generation model are obtained from [11] and the NREL System Advisory Model 
(SAM) [12]. It is assumed that the individual panels are placed far enough apart so as not to create any 
shadowing effects. The above formulae are used to calculate solar power production for the following 
technologies: 
 

• Fixed PV panel for various tilt angles (0o, 15o, 30o, 45o, latitude tilt), 
• One-axis tracking at latitude tilt, 
• Two-axis tracking. 

 
Finally, the calculated power output is de-rated based on expected losses from wiring and soiling (4.5% 
loss), AC/DC conversion (1.3% loss) and presence of snow on the panels (assume no production if snow is 
present – for fixed panels at 0o and 15o elevation). WIS:dom® can update the magnitude of these losses to 
account for improved technology in the future or panel performance degradation with age.   
 
The technologies for utility scale PV range from simplest and least cost (Fixed panels with 0-degree tilt) to 
most complex and highest cost (dual-axis panels).  The fixed panels at 0-degree tilt will result in the lowest 
power capacity factors while the dual-axis panels will result in the highest as they track the sun across the 
sky to ensure maximum possible power production [see Figure 2.42 (top-left and bottom-left panels, 
respectively)]. WIS:dom®-P can determine using the weather data if the added complexity of the PV 
technologies is worth the additional cost in terms of increased power production. As seen from Figure 2.42 
(top-right panel), Fixed panels at various elevation angles (with respect to the latitude of the geographic 
location) are the optimal choice for most of the CONUS with only the northern-most part of the country 
justified in using either single or dual axis tracking. 
 

 
 

Figure 2.42.  The solar power dataset. Mean solar PV capacity factor for fixed panel at 0o elevation for year 2014 (top left), mean solar 
PV capacity factor for a two-axis tracking PV panel for year 2014 (bottom left), optimal PV panel type for the CONUS (top right), and 

utility PV siting constraints for the CONUS (bottom right). 
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Figure 2.43: Average azimuth (top) and tilt (bottom) for each 3-km cell within the WIS:dom®-P model. Areas in white are locations 

with no available suitable rooftop area. 
 

To accurately calculate expected power production from rooftop solar panels, the azimuth and tilts of 
suitable rooftop in each 3-km cell are needed. The most accurate dataset containing this information was 
compiled by the National Renewable Energy Laboratory (NREL) using Light Detection and Ranging (Lidar) 
measurements of rooftops over the CONUS11. Using the lidar measurements, the rooftop azimuth, tilt and 
rooftop area were calculated.   
 
Shading of the rooftops was determined by running a shading simulation that calculated the number of 
hours of sunlight received by each square meter of the rooftop over four days: March 21, June 21, 
September 21, December 21 based on the geometry of the rooftop.  Portions of the rooftop that were 
excessively shaded (more than 20% of the time) were marked as unsuitable. In addition, portions of the 
rooftop facing northwest through northeast (292.5o to 67.5o from north) were also considered unsuitable. 
Each rooftop plane with projected horizontal area smaller than 10 m2 was also excluded. 
 
The buildings in each zip-code were grouped into three categories: small (94% of buildings and 58% of the 
rooftop area), medium (5% of buildings and 18% of the rooftop area) and large (1% of buildings and 24% 
of rooftop area).  For each of the building category, the tilts were grouped into 5 bins:  
 

                                                 
11 Gagnon, Pieter; Margolis, Robert; Phillips, Caleb (2019): Rooftop Photovoltaic Technical Potential in the United States. National Renewable Energy 
Laboratory. https://data.nrel.gov/submissions/121 
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(1) flat (less than 9.5o in elevation); 
(2) 15.8o (between 9.5o and 22.1o in elevation); 
(3) 28.4o (between 22.1o and 34.8o in elevation); 
(4) 41.1o (between 34.8o and 47.4o in elevation); 
(5) 53.7o (between 47.4o and 60.0o in elevation). 

 
The azimuths were also grouped into 5 bins: 
 

(1) East (between 67.5o and 112.5o from north); 
(2) Southeast (between 112.5o and 157.5o from north); 
(3) South (between 157.5o and 202.5o from north); 
(4) Southwest (between 202.5o and 247.5o from north); 
(5) West (between 247.5o and 292.5o from north). 

 
For each zip-code area, the rooftop area weighted azimuth and tilts are calculated. These values are then 
applied to each 3-km cell within the zip-code region. The resulting average rooftop azimuth and tilts for 
each 3-km cell are shown in Figure 2.43.   
 

2.4.2.2 Estimating power from bi-facial solar photovoltaics 
 
Bi-facial solar PV is included in the solar technologies modeled by VCE®, which are able to increase power 
production by using irradiance received on the backside of the panel. This increase in power comes at 
marginally higher cost compared to mono-facial PV panels allowing WIS:dom®-P to determine if the 
additional generation is worth the increased capital cost. VCE® computed the irradiance received by the 
backside of a solar panel using the equations from a method provided by NREL12. 
 
Power production from a bi-facial solar PV panel is calculated similar to a mono-facial panel as described 
in Section 2.4.2.1, with the radiation incident on the backside of the panel being added to the radiation 
incident on the front side of the panel. The frontside irradiance incident on the bi-facial solar PV panel is 
assumed to be the same as that received by a fixed solar panel with a latitude tilt. The total irradiance 
incident on the backside of a solar panel (Eback) can be calculated as: 
 

𝐸𝐸𝑏𝑏𝑎𝑎𝑜𝑜𝑏𝑏 = � 𝐶𝐶𝑆𝑆𝑖𝑖 ∗ 𝑓𝑓𝑖𝑖  ∗  𝜌𝜌 ∗ 𝐺𝐺𝑅𝑅𝐷𝐷
180

𝑖𝑖=𝐿𝐿𝑎𝑎𝑔𝑔𝑖𝑖𝑔𝑔𝑔𝑔𝑤𝑤𝑒𝑒

 

(BF-1) 
 

where, GRI is irradiance received by the ground, 𝐶𝐶𝑆𝑆𝑖𝑖 is the configuration factor for the ith one-degree 
segment defined as: 
 

𝐶𝐶𝑆𝑆𝑖𝑖 = 0.5 ∗ [cos(i − 1) −  cos(i)] 
 
and fi is the angle of incidence correction for the ith one-degree segment calculated using the polynomial 
relationship: 
 

𝑓𝑓𝑖𝑖 = 𝑏𝑏0 + 𝑏𝑏1 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷𝑖𝑖 + 𝑏𝑏2 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷𝑖𝑖2 + 𝑏𝑏3 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷𝑖𝑖3 + 𝑏𝑏4 ∗ 𝜌𝜌𝐴𝐴𝐷𝐷𝑖𝑖4 
 
                                                 
12 B. Marion, S. MacAlpine, C. Deline, A. Asgharzadeh, F. Toor, D. Riley, J. Stein, C. Hansen, “A Practical Irradiance Model for Bifacial PV Modules,” National 
Renewable Energy Laboratory, Presented at IEEE 44th Photovoltaic Specialists Conference, 2017. 
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where,  AOIi is the angle of incidence of the irradiance from the ground on the ith one-degree segment  
on the back-side of the PV panel and 𝑏𝑏0, 𝑏𝑏1, 𝑏𝑏2, 𝑏𝑏3, 𝑏𝑏4 are constants. The bi-facial solar PV panels are assumed 
to be deployed with a tilt equal to the latitude of their siting location. The field of view of the backside of 
the panel is divided into segments from the panel tilt angle to 180o. This limitation from a full 180-degree 
view is performed to exclude the portion of irradiance blocked by the solar panel itself. Finally, ρ is the 
Albedo defined as the ratio of the upward shortwave radiation from the surface versus the downward 
shortwave radiation 
 

𝜌𝜌 =  
𝐿𝐿𝑊𝑊𝑔𝑔𝑝𝑝

𝐿𝐿𝑊𝑊𝑤𝑤𝑜𝑜𝑤𝑤𝑤𝑤
 

(BF-2) 
 
where, 𝐿𝐿𝑊𝑊𝑔𝑔𝑝𝑝 is the shortwave radiation leaving the surface of the earth and 𝐿𝐿𝑊𝑊𝑤𝑤𝑜𝑜𝑤𝑤𝑤𝑤 is the shortwave 
radiation received at the surface of the Earth, both in 𝑊𝑊/𝑚𝑚2. The downward shortwave radiation will 
dominate, creating a ratio ranging between 0 and 1. A ratio of 0.5 means that 50% of the downward 
shortwave radiation is being reflected back up from the surface. For surfaces that are snowy, this ratio can 
easily be over 60%. In general, the albedo is lower in the summertime. 
 
The irradiance received by the ground can be calculated using: 
 

𝐺𝐺𝑅𝑅𝐷𝐷𝑤𝑤 =  𝛼𝛼 ∗ (𝐷𝐷𝐷𝐷𝐷𝐷 + 𝐷𝐷𝑜𝑜𝑖𝑖𝑟𝑟) + 𝐶𝐶𝑆𝑆𝑔𝑔𝑏𝑏𝑠𝑠 ∗  𝐷𝐷𝑔𝑔𝑏𝑏𝑠𝑠 
(BF-3) 

 
where, GRI is the ground irradiance, n denotes the nth segment of the ground between solar panel array 
rows, α is the cosine of the solar zenith angle, 𝐷𝐷𝑜𝑜𝑖𝑖𝑟𝑟 is the circumsolar irradiance, 𝐷𝐷𝑔𝑔𝑏𝑏𝑠𝑠 is the Diffuse Horizontal 
Irradiance (DHI) and 𝐶𝐶𝑆𝑆𝑔𝑔𝑏𝑏𝑠𝑠 = 0.5 ∗ (𝑐𝑐𝑙𝑙𝑠𝑠𝜃𝜃𝑔𝑔1 − 𝑐𝑐𝑙𝑙𝑠𝑠𝜃𝜃𝑔𝑔2) is the configuration factor where  𝜃𝜃𝑔𝑔1  is the view angle 
of the sky blocked by a solar panel in the next row and 𝜃𝜃𝑔𝑔2 is the unblocked view angle of the sky. Since the 
array layout is unknown, no shading is assumed between PV panel rows. As a result, 𝜃𝜃𝑔𝑔1 𝑖𝑖𝑠𝑠 𝑠𝑠𝑑𝑑𝑐𝑐𝑙𝑙 and 𝜃𝜃𝑔𝑔2 
become 180 degrees which results in 𝐶𝐶𝑆𝑆𝑔𝑔𝑏𝑏𝑠𝑠 to be a factor of 1. 
 
As outputs from a numerical weather prediction model are used to calculate DNI, the circumsolar correction 
is unnecessary (DNI calculated from the HRRR is described in Section 2.4.2). In contrast, when using physical 
measurement devices that measure DNI, the circumsolar irradiance would have to be considered and added 
to the DNI separately13. As a result, Eq. (BF-3) reduces to: 
 

𝐺𝐺𝑅𝑅𝐷𝐷 =  𝛼𝛼 ∗ 𝐷𝐷𝐷𝐷𝐷𝐷 + 𝐷𝐷𝑠𝑠𝐷𝐷 
(BF-4) 

 
From Eq. (BF-4), GRI is simply the Global Horizontal Irradiance (GHI) measured at the surface. This parameter 
is calculated as described in Section 2.4.2.   
 
The irradiance on the back-side of the PV panel (Eback) calculated from Eq. (BF-1) is added to Eb  [Eq. (33) in 
Section 2.4.2.1], which gives the total irradiation incident on a bi-facial solar PV panel. The solar power 
calculation procedure is exactly as described in Section 2.4.2.1 except the maximum power allowed from 
the bi-facial panel is limited to 125% of the solar PV panel nominal capacity.  
 

                                                 
13 P. Blanc et al., “Direct normal irradiance related definitions and applications: The circumsolar issue,” Sol. Energy, vol. 110, pp. 561–577, 2014. 

https://vibrantcleanenergy.com/


©Vibrant Clean Energy, LLC  Boulder, Colorado 
info@vibrantcleanenergy.com August 1st, 2020 VibrantCleanEnergy.com 

- 92 - 

2.4.3 Temperature power dataset method 
 
Temperature is an important variable in creating the load profiles datasets. Ambient temperatures affect 
heating (both space and water) and cooling demand, heat rates of conventional generators, transmission 
losses and ampacity as well as energy use by EVs. Temperature data is available from the HRRR at 3-km 
spatial resolution and 5-min temporal resolution.   
 
The loads are evaluated at state-level and hourly time-resolution. Therefore, the temperature data needs to 
be aggregated to state-level, while preserving the spatial variability information present in the original 
higher resolution dataset. To do this, the temperature data is aggregated to state level by weighting each 
3-km HRRR cell by the fraction of the state population in the cell. The population weighting ensures that 
locations of denser populations get greater weighting on temperatures and hence will have a stronger 
impact on the demand profile. A similar technique is used to create average temperatures at county level.  
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2.5 Electric Demand Dataset 
 
The same methods outlined in the present section are applied to all counties and states across the 
contiguous USA. We provide example state profiles for descriptive purposes and provide a quantifiable 
example while explaining the concepts for creating the demand datasets. 
 

2.5.1 Traditional demand profiles 
 
State-level hourly loads were developed from FERC 714 data [13]. This database includes hourly load data 
from grid balancing authorities. Balancing authorities maintain appropriate operating conditions for the 
electric system by ensuring that a sufficient supply of electricity is available to serve expected demand, 
which includes managing transfers of electricity with other balancing authorities [14].   
 
The balancing authorities in the database were assigned to states that they most represent and hourly 
profiles for each of the contiguous US states were developed for 2014 - 2018 by summing the hourly load 
data for each state. These profiles were then normalized by the annual energy consumption of each state 
for each year. The process is shown by Equation (35) 
 

𝐿𝐿𝑗𝑗,ℎ = �𝐵𝐵𝜌𝜌𝑖𝑖,𝑗𝑗,ℎ

𝑤𝑤

𝑖𝑖=1

×
𝐿𝐿𝑗𝑗,𝑎𝑎𝑜𝑜𝑔𝑔

∑ ∑ 𝐵𝐵𝜌𝜌𝑖𝑖,𝑗𝑗,ℎ
𝑤𝑤
𝑖𝑖=1

8760
ℎ=1

.                                                                 (35) 

 
Here 𝐿𝐿𝑗𝑗,ℎ is the load for state 𝑗𝑗 at hour ℎ, 𝐵𝐵𝜌𝜌𝑖𝑖,𝑗𝑗,ℎ is the hourly output for each balance authority 𝑖𝑖 (from the 
FERC 714 data) associated with state 𝑗𝑗 at hour ℎ (thus, the summation of which equals the calculated hourly 
load per state), and 𝐿𝐿𝑗𝑗,𝑎𝑎𝑜𝑜𝑔𝑔 is the actual annual load for state j taken from EIA data. The double summation in 
the denominator of the fraction is simply the estimated annual state load for state 𝑗𝑗 (from the FERC 714 
data).  
 
States that were not represented in the FERC database (for lack of a balancing authority or missing data) 
were assigned to have the same profile as a neighboring state, but were normalized by their own actual 
annual load. 
 

 
Figure 2.44: Total annual electricity consumption by state for year 2018 generated from FERC 714 data. 

 
Finally, each county was assigned the share of its state load in proportion to its share of the total state 
population. While there will be differences in counties’ load profiles based on their type of load, i.e. heavily 
industrialized counties will have different load patterns than mostly residential counties, these data simply 
do not exist in any currently-accessible form. 
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2.5.2 Space heating demand profiles 

 
Space heating demand depends on local climate and variability in temperature over a year. It is assumed 
that the ideal indoor temperature (Tideal) for the building stock is 22oC. To calculate flexibility in space 
heating, it is assumed that the indoor temperature is allowed to drop to 20oC. 
 
The energy rate required to maintain the building stock at Tideal given outside temperature of Tout is given 
by 
 

�̇�𝑄 = 𝑠𝑠.𝜌𝜌. (𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔)                                                                                  (36) 
 
where H is the heat transfer coefficient, and A is the cross-sectional area over which heat transfer occurs. 
 
The value of the heat transfer coefficient varies as function of building material and insulation characteristics, 
and cross-section area (A) changes depending on size and shape of the buildings.  However, assuming these 
values do not change over the course of the year, they do not need to be explicitly quantified if the fractional 
energy rate at a given time step is used. The fractional energy rate at a given time step is defined as 
 

𝑄𝑄𝚤𝚤𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖(𝑡𝑡) =
𝑠𝑠.𝜌𝜌. �𝑇𝑇𝚤𝚤𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)�
∑ 𝑠𝑠.𝜌𝜌. �𝑇𝑇𝚤𝚤𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)�𝑔𝑔

̇
                                                                          (37) 

 

⇒ 𝑄𝑄𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖(𝑡𝑡)  =
𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)

∑ �𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)�𝑔𝑔
.                                                                           (38) 

 
The negative values are set to zero (as no heating will be required when outside temperature is above the 
ideal indoor temperature) before normalizing. The fractional energy rate, when multiplied with the total 
space heating energy use in a year, gives the energy required for space heating for a given timestep in that 
year. Figure 2.45 shows fractional energy use profiles for Minnesota and California created for the year 2018. 

 

 
Figure 2.45: Average fraction energy used for space heating in Minnesota and California in 2018. It is observed that in Minnesota 

there is heating requirements throughout the year, whereas it goes to zero in California during the summer. 
 
It can be seen in Figure 2.45 that Minnesota, which is a colder state, has heating requirement almost all 
year, while California has zero heating requirements for parts of the summer. It is important to note that 
although the fractional energy used per timestep in California may be larger in a given hour compared to 
Minnesota, the actual energy use might be much smaller as these fractional values get multiplied by the 
annual energy used for heating within that state. 
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2.5.3 Water heating demand profiles 
 
Water heating is modelled in a similar manner to the space heating. It is assumed that the ideal water 
temperature to be maintained is 60oC. It is further assumed that the incoming water temperature is 
correlated to the outside air temperature. Given these assumptions, fractional energy use for water heating 
at a given timestep is calculated using Eq (38).   
 
Figure 2.46 shows fraction water heating energy use in Minnesota and California. Unlike space heating 
energy use, it is observed that the profiles for the two states are very similar. The reason for this is that the 
temperature gradient required to be maintained is so large that the differences in climate is less important. 
It is, however, observed that energy use at the coldest time in winter is about double the energy use at the 
warmest time in summer. 
 

 
Figure 2.46: Average fractional energy used for water heating in Minnesota and California in 2018. 

 
2.5.4 Space heating flexibility 

 
To calculate flexibility in space heating load, it is assumed that the ideal indoor temperature can be allowed 
to drop to 20oC (Tflex) for short periods. Therefore, the fractional energy use at each time step assuming 
temperature is allowed to drop to Tflex is: 
 

𝑄𝑄𝑓𝑓𝑖𝑖𝑒𝑒𝑥𝑥(𝑡𝑡) =
𝑇𝑇𝑓𝑓𝑖𝑖𝑒𝑒𝑥𝑥 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)

∑ �𝑇𝑇𝑓𝑓𝑖𝑖𝑒𝑒𝑥𝑥 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)�𝑔𝑔

.                                                                                  (39) 

 
The negative values are set to zero in a similar manner to the space heating calculation. From Equations 
(38) and (39), the flexibility at each time step can be defined as 
 

𝑓𝑓𝑙𝑙𝑑𝑑𝑓𝑓(𝑡𝑡) = 1 − 𝜙𝜙
𝑄𝑄𝑓𝑓𝑖𝑖𝑒𝑒𝑥𝑥(𝑡𝑡)
𝑄𝑄𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖(𝑡𝑡)

.                                                                                         (40) 

 
Here 𝜙𝜙 is a parameter to set the enforced strictness of flexibility. This parameter can be any value between 
0 and 1. When 𝜙𝜙 = 1 the flexibility is at its strictest (fully constrained by ambient outside temperature), while 
at 𝜙𝜙 = 0 flexibility is fully available regardless of outside temperature. 
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Figure 2.47: Space heating flexibility for Minnesota and California in 2018 for 𝜙𝜙 = 1. 

 
As seen in Figure 2.47, when space heating demand is very high the availability of flexibility is limited in 
Minnesota during winter because the ambient air temperature is so low that the buildings would cool below 
the allowed threshold. For California, there is substantial flexibility in space heating for many timesteps 
during the winter, because the ambient temperatures tend to be much milder. It is also observed that 
flexibility goes to zero in California in summer. This is due to the fact that no space heating is required 
during those timesteps and hence there is zero flexibility for space heating load. In colder states, such a 
Minnesota, space heating needs are present for more time-periods over a year and, thus, there is flexibility 
associated with that space heating need. 
 

2.5.5 Transportation demand profiles 
 
Energy used by electric vehicles can be broadly divided into two components: Energy used for driving the 
vehicle and energy used for cabin heating/cooling. Both these components are dependent on weather and 
have trends that change over the course of a year. In addition, driving habits vary depending on the region 
and time of the year. 
 
The energy consumed for cabin heating and cooling is given by a modified form of Equation (36) as 
 

𝑄𝑄𝑜𝑜𝑎𝑎𝑏𝑏𝚤𝚤𝑤𝑤̇ = 𝑠𝑠.𝜌𝜌. |(𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔)|,                                                                               (41) 
 
where Tideal is the ideal cabin temperature assumed equal to 22oC and Tout is the outside temperature. The 
absolute value of temperature gradient is used because when outside temperature is too high, cabin cooling 
takes over from cabin heating, but the energy use is still proportional to the temperature gradient. The 
fractional energy use for cabin heating or cooling at each time step can now be calculated using an equation 
similar to (38): 
 

𝑄𝑄𝑜𝑜𝑎𝑎𝑏𝑏𝑖𝑖𝑤𝑤(𝑡𝑡)  =
|𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)|

∑ ��𝑇𝑇𝑖𝑖𝑤𝑤𝑒𝑒𝑎𝑎𝑖𝑖 − 𝑇𝑇𝑜𝑜𝑔𝑔𝑔𝑔(𝑡𝑡)��𝑔𝑔
.                                                                           (42) 

 
To calculate the energy used for driving, the driving behavior for each state in the contiguous United States 
(CONUS) is obtained from the Department of Transport, Office of Highway Policy Information for year 2018. 
The data is available as monthly averages for the year 2018. The curves are cubic interpolated to create data 
at each 5-min timestep. The fractional energy use for driving can then be calculated as 
 

𝑄𝑄𝑤𝑤𝑟𝑟𝑖𝑖𝑣𝑣𝑒𝑒(𝑡𝑡) =
𝐷𝐷𝑔𝑔(𝑡𝑡)
∑ 𝐷𝐷𝑔𝑔(𝑡𝑡)𝑔𝑔

,                                                                          (43) 

 
where, Ds(t) is the miles driven at each timestep. 
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Figure 2.48: Fractional miles driven in a 5-min timestep for each state in the CONUS. 

 
The total energy used by EVs is now a sum of Equations (42) and (43). Since the values are fractional energy 
use, a multiplier, 𝛼𝛼 (equal to 10%), is applied to Qcabin, which is then added to Qdrive. This is done because it 
is assumed that heating/cooling accounts for about 10% to the total energy used for EVs. Thus, the total 
fractional energy use is calculated as 
 

𝑄𝑄𝑔𝑔𝑜𝑜𝑔𝑔𝑎𝑎𝑖𝑖 =
1

(1 + 𝛼𝛼)
[𝑄𝑄𝑤𝑤𝑟𝑟𝑖𝑖𝑣𝑣𝑒𝑒 + 𝛼𝛼𝑄𝑄𝑜𝑜𝑎𝑎𝑏𝑏𝑖𝑖𝑤𝑤].                                                              (44) 

 
The efficiency of running EVs depends on ambient temperatures. The impacts of ambient temperature are 
(in addition to the cabin heating/cooling) battery internal resistance changes, tire pressure changes, and air 
density changes. Therefore, the actual energy used by an EV is obtained by multiplying the total energy use 
by the inverse of the energy efficiency (given by 𝜂𝜂(𝑡𝑡) – see Figure 2.49 left panel) due to the ambient 
temperature at that time step as shown in Equation (45). 
 

𝑄𝑄𝑎𝑎𝑜𝑜𝑔𝑔𝑔𝑔𝑎𝑎𝑖𝑖(𝑡𝑡) =
1
𝜂𝜂(𝑡𝑡)

1
(1 + 𝛼𝛼)

[𝑄𝑄𝑤𝑤𝑟𝑟𝑖𝑖𝑣𝑣𝑒𝑒 + 𝛼𝛼𝑄𝑄𝑜𝑜𝑎𝑎𝑏𝑏𝑖𝑖𝑤𝑤].                                                            (45) 

 

 
Figure 2.49: Relationship between EV efficiency and temperature (left) and EV charging behavior (right). 

 
The way the EV energy use becomes a load on the grid is when the EV is plugged in to charge the battery. 
The charging behavior is obtained from a study of charging behavior performed by Idaho National 
Laboratory in 2013. In this study, a composite profile of all the states studied in the Idaho National 
Laboratory report at hourly resolution is used. The charging behavior is then adjusted for time-zone (see 
Figure 2.50) and normalized by the sum of the time series.  
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Figure 2.50: Time zones for counties in the CONUS used to localize charging behavior. 

 
The fractional charging behavior is multiplied with the actual EV energy use profile to get the fractional 
energy demand by EVs at each time step 
 

𝑄𝑄𝐸𝐸𝑉𝑉(𝑡𝑡) = 𝐶𝐶𝑓𝑓(𝑡𝑡) ∗ 𝑄𝑄𝑎𝑎𝑜𝑜𝑔𝑔𝑔𝑔𝑎𝑎𝑖𝑖(𝑡𝑡),                                                                                     (46) 
 
where Cf is the fractional charging behavior at each time step. 
 
Figure 2.51 shows fractional transportation electricity demand profiles in Minnesota and California. The 
shape of the electricity demand profile in Minnesota resembles the shape of the heating energy use. The 
reason for this is that the cold weather in Minnesota increases energy use for heating the cabin, while 
dealing with lower energy efficiency, which results in much higher electricity demand in winter than in 
summer. Whereas, the California transportation electricity demand profiles show much better correlation 
with the driving behavior. This points to the milder climate in California. 
 

 
Figure 2.51: Fractional EV energy use for two states for 2018.  The relative importance of efficiency and energy use as function of 

temperature compared to driving behavior is clearly seen. 
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2.6 Removing Space, Water Heating and Transport from Historical 
Electricity Use 

 
WIS:dom® uses historical load data from FERC form 714 to create the basis for the demand curves as 
explained in Section 2.5.1. The historical data contains contributions from demand for space heating, water 
heating and EV energy use. To enable modeling demand from space heating, water heating and transport 
separately, they need to be removed from historical energy use numbers to avoid double counting the 
demand.   
 
The total demand is given by: 
 

𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑁𝑁𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐(𝑡𝑡) + 𝐴𝐴(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡)𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡) + 𝐴𝐴𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑁𝑁𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡) + 𝐴𝐴𝐸𝐸𝐸𝐸𝑁𝑁𝐸𝐸𝐸𝐸(𝑡𝑡)                                  (47) 
 
where, Dhist(t) is the historical demand curve, Aconv is the annual conventional demand, Nconv(t) is the 
normalized conventional demand curve at hourly resolution, AspHeat is the annual space heating demand, 
NspHeat(t) is the normalized space heating demand curve at hourly resolution, AwHeat is the annual water 
heating demand, NwHeat(t) is the normalized water heating demand curve at hourly resolution, AEV is the 
annual demand for EV, and NEV(t) is the normalized EV demand curve at hourly resolution. 
 
Since the FERC data does not split the demand out into categories, the historical demand obtained from 
FERC is given by: 
 

𝐷𝐷ℎ𝑖𝑖𝑠𝑠𝑡𝑡(𝑡𝑡) = �𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐 + 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 + 𝐴𝐴𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 + 𝐴𝐴𝐸𝐸𝐸𝐸� ∗ 𝑁𝑁ℎ𝑖𝑖𝑠𝑠𝑡𝑡(𝑡𝑡)                                                    (48) 
 
where, Dhist(t) is the historical demand curve from FERC form 714 and 𝑁𝑁ℎ𝑖𝑖𝑠𝑠𝑡𝑡 = 𝐷𝐷ℎ𝑖𝑖𝑠𝑠𝑡𝑡

∑ 𝐷𝐷ℎ𝑖𝑖𝑠𝑠𝑡𝑡(𝑡𝑡)𝑡𝑡
�  is the 

normalized historical demand curve at hourly resolution. 
 
The normalized historical demand curves for Minnesota and California are shown in Figure 2.52. 
 

 
Figure 2.52: Normalized historical demand curves calculated from FERC form 714 for Minnesota (left) and California (right). 

 
Since, the historical demand is equal to the total demand at model initialization, the adjusted normalized 
conventional demand, which removed contributions from space heating, water heating and transport can 
be calculated using Equations (47) and (48) by: 
 

𝑁𝑁𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐(𝑡𝑡) =  1
𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

�
�𝐴𝐴𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐 + 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 + 𝐴𝐴𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 + 𝐴𝐴𝐸𝐸𝐸𝐸� ∗ 𝑁𝑁ℎ𝑖𝑖𝑠𝑠𝑡𝑡(𝑡𝑡)

−�𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡) + 𝐴𝐴𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑁𝑁𝑤𝑤𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡) + 𝐴𝐴𝐸𝐸𝐸𝐸𝑁𝑁𝐸𝐸𝐸𝐸(𝑡𝑡)�
�                              (49) 

The adjusted normalized conventional demand curve calculated using Equation (49) is shown in Figure 2.53. 
It is observed that the winter periods show a smaller fraction as the space heating contributions are removed 
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and the summer portion of the curve show larger fractions as they make up a larger portion of the energy 
use. 
 

 
Figure 2.53: Adjusted normalized conventional demand curves after removing contributions from space heating, water heating and 

transport for Minnesota (left) and California (right). 
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2.7 Transmission Line Rating & Electric Losses Dataset 
 
As ambient temperatures increase, transmission lines are less able to reject heat generated due to resistive 
heating of the transmission lines. As a result, a decision has to be made on whether to operate the 
transmission line at a higher temperature (which increases losses) while keeping the full rating or to de-rate 
the transmission capacity to prevent damage to the conductor or the surroundings due to the sag of the 
transmission line. WIS:dom® models the transmission lines assuming steady state energy balance, where 
heat gained due to resistive heating (𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡) and solar irradiance (𝑞𝑞𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐) equals heat lost due to 
convective heat transfer (𝑞𝑞𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐) and radiative heat transfer (𝑞𝑞𝑐𝑐𝑡𝑡𝑟𝑟𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐) as 
 

𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡 + 𝑞𝑞𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐 = 𝑞𝑞𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐 + 𝑞𝑞𝑐𝑐𝑡𝑡𝑟𝑟𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐.                                                (50) 
 
Resistive heating is given by 
 

       𝑞𝑞𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡 = 𝐼𝐼2𝑅𝑅(𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟),                                                                                          (51) 
 
where, 𝐼𝐼 is the current in the transmission line, and 𝑅𝑅(𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟) is the resistance of the transmission line which 
itself is a function of conductor temperature (𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟). The resistance of the conductor is related to the 
conductor temperature by 
 

𝑅𝑅(𝑇𝑇2) = 𝑅𝑅(𝑇𝑇1) ∗ [1 + 𝛼𝛼(𝑇𝑇2 − 𝑇𝑇1)],                                                                          (52) 
 
where, 𝛼𝛼 is a constant with a value of 0.0039 and T1 and T2 are the initial and final temperatures of the 
conductor. 
 
Heating due to solar irradiance is calculated assuming the conductor is a black body and can be calculated 
using 
 

𝑞𝑞𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐 = 𝛿𝛿 ∗ 𝜋𝜋𝐷𝐷 ∗ 𝑎𝑎𝑠𝑠,                                                                                         (53) 
 
where,  𝛿𝛿 is the downward short-wave solar radiation in W/m2, D is the diameter of the conductor, and 𝑎𝑎𝑠𝑠 
is the absorptivity of the conductor (assumed to be 0.9). 
 
The convective heat transfer from the conductor to its surroundings is given by 
 

𝑞𝑞𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐 = ℎ ∗ 𝜋𝜋𝐷𝐷 ∗ (𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟 − 𝑇𝑇𝑡𝑡𝑖𝑖𝑐𝑐).                                                             (54) 
 
Here, h is the convective heat transfer coefficient given by 
 

ℎ = 𝑁𝑁𝑁𝑁 ∗ 𝑘𝑘 𝐷𝐷� ,                                                                                           (55) 
 
where, Nu is the Nusselt number and k is the thermal conductivity of air in W/m-K. 
 
The Nusselt number can be calculated using 
 

𝑁𝑁𝑁𝑁 = 0.3 +
𝑎𝑎
𝑏𝑏

(1 + 𝑐𝑐)4 5� ,                                                                               (56) 
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where, 𝑎𝑎 = 0.62 ∗ 𝑅𝑅𝑅𝑅1 2� ∗ 𝑃𝑃𝑃𝑃1 3� , 𝑏𝑏 = �1 + �0.4
𝑃𝑃𝑐𝑐
�
2
3� �
1
4�

, 𝑐𝑐 = � 𝑅𝑅𝑠𝑠
282,000

�
5
8� , 𝑅𝑅𝑅𝑅 = 𝑉𝑉 ∗ 𝐷𝐷 𝜈𝜈�  is the Reynold’s 

number, Pr is the Prandtl’s number, V is the wind speed, and 𝜈𝜈 is the dynamic viscosity. 
 
The heat lost from the conductor due to radiative heat transfer is calculated using 
 

𝑞𝑞𝑐𝑐𝑡𝑡𝑟𝑟𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐 = 𝜀𝜀 ∗ 𝜎𝜎 ∗ 𝜋𝜋 ∗ 𝐷𝐷 ∗ (𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟4 − 𝑇𝑇𝑡𝑡𝑖𝑖𝑐𝑐4 ),                                            (57) 
 
where,  𝜀𝜀 is the emissivity of the conductor (assumed to be 0.7) and 𝜎𝜎 is the Stefan-Boltzman constant equal 
to 5.67E-8 W/m2-K4. 
 
Using Equations (50) - (57), the allowable current to maintain a given conductor temperature (Tcond) is given 
by 

𝐼𝐼 = �
𝜋𝜋 ∗ ℎ ∗ 𝐷𝐷 ∗ (𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟 − 𝑇𝑇𝑡𝑡𝑖𝑖𝑐𝑐) + 𝜋𝜋 ∗ 𝜀𝜀 ∗ 𝜎𝜎 ∗ 𝐷𝐷 ∗ (𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟4 − 𝑇𝑇𝑡𝑡𝑖𝑖𝑐𝑐4 ) − 𝛿𝛿 ∗ 𝜋𝜋 ∗ 𝐷𝐷 ∗ 𝑎𝑎𝑠𝑠

𝑅𝑅(𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑟𝑟) .                         (58) 

 
The current method for computing the high-temporal (dynamic) transmission line rating assumes that each 
transmission line is already appropriately rated based on yearly average local weather conditions. It is then 
determined what the up- and down- rating should be applied to safely utilized the transmission line. 
Therefore, Equation (58) is used to calculate the maximum current that can be sent through a transmission 
line while maintaining an ideal conductor surface temperature of 75oC. Once the allowable current values 
are calculated, the current values are normalized by the average current value for the CONUS over the year, 
which gives the fractional dynamic line rating for each timestep over the year. 
 
From the above method of determining the fractional dynamic transmission line rating, there will be periods 
(usually in winter) where the transmission rating will be greater than unity and periods (usually in summer) 
where it will be less than unity. A secondary step is now added to the method, where it is assumed that 
when the fractional dynamic transmission line rating is less than unity, the conductor temperature can 
increase up to 95oC in order to try and increase the fractional dynamic transmission line rating back to unity. 
The conductor temperature can be calculated using Equation (55) by iteratively increasing conductor 
temperature until a fractional dynamic transmission line rating of unity is achieved. If the conductor 
temperature reaches 95oC before the fractional dynamic line rating reaches unity, no further increase in 
temperature is allowed. Thus, some periods will have a fractional dynamic line rating that is less than unity 
since it is no longer safe to increase the fractional dynamic line rating. 
 
An additional constraint imposed is that the temperature gradient between the conductor core and its 
surface is not allowed to exceed a safe value (IEEE recommended value is 10oC). The temperature gradient 
between the conductor surface and its core can be calculated using 
 

𝑇𝑇𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠 − 𝑇𝑇𝑠𝑠 =
𝐼𝐼2𝑅𝑅�𝑇𝑇𝑡𝑡𝑐𝑐𝑎𝑎�

4𝜋𝜋𝑘𝑘𝑡𝑡ℎ
,                                                                                 (59) 

 
where Tcore is the conductor core temperature, Ts is the conductor surface temperature, kth is the thermal 
conductivity of the conductor material, R(Tavg) is the conductor resistance at the average temperature of the 
surface and core. 
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Since the calculations performed here are relative, the safe temperature gradient is determined by using 
the average temperature gradient observed during periods of fractional dynamic line rating greater than 
unity. The line ratings are then re-calculated to ensure this temperature gradient is not exceeded. 
 
The final conductor temperatures obtained from the above procedure are used to calculate the change in 
dynamic transmission line electric losses. The dynamic transmission line electric losses depend on the 
current passing through the conductor as well as its resistance. The resistance of the conductor is a function 
of temperature as given in Equation (52), while at higher conductor temperatures, the transmission line is 
de-rated to send lower current through the line. Therefore, the dynamic transmission electric losses is 
calculated using 
 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑐𝑐ℎ𝑡𝑡𝑐𝑐𝑎𝑎𝑠𝑠 =
𝐼𝐼(𝑡𝑡)2𝑅𝑅(𝑡𝑡)

𝐼𝐼𝑡𝑡𝑐𝑐𝑎𝑎2 𝑅𝑅(75𝑡𝑡𝐶𝐶),                                                                                  (60) 

 
where, I(t) is the current rating of the conductor at each timestep calculated from Equation (58), R(t) is the 
resistance at each timestep calculated using Equation (52), Iavg is the average current rating of the conductor, 
and R(75oC) is the resistance of the conductor at 75oC. 
 
Equation (60) shows that the dynamic transmission line electric losses are proportional to the square of the 
current flowing through the conductor and directly proportional to the change in resistance, which increases 
linearly with conductor temperature. As a result, during colder periods, more current will be flowing through 
the transmission lines (due to the dynamic transmission line rating being greater than unity) and, hence, 
will have larger dynamic transmission line electric losses even though the resistance will be lower. Whereas, 
in hotter periods, the transmission line will be de-rated, so transmission line electric losses will be lower 
although the resistance of the conductor is higher. There will be variations to this behavior depending on 
the amount on derating/uprating and change in conductor temperature.   
 
It is important to note that this method of determining fractional dynamic transmission line rating is 
designed to be relative and not absolute. The method assumes that transmission lines are already rated for 
the yearly average local weather conditions. Starting from that assumption, it is determined how much 
uprating/derating results from requiring that the transmission line is used to its maximum potential while 
ensuring safe operational conditions. 
 
Figure 2.54 shows the fractional dynamic transmission line rating and dynamic transmission line electric 
losses for Minnesota and California. While California has lower fractional dynamic transmission line rating 
compared to Minnesota due to its warmer weather, it has less variability in transmission rating changes due 
to its lower inter-seasonal variability in temperature. For Minnesota, the dynamic transmission line electric 
losses show a similar pattern as the fractional dynamic transmission line rating because the losses are 
proportional to the square of the current passing through the conductor and hence the change in current 
dominate in the changes to the losses. It is further observed from Figure 2.54 (bottom panel) that change 
in losses in California are less correlated with changes in transmission rating. The is due to the smaller 
variability in transmission rating in California resulting in smaller changes to the current, which makes them 
on the same order as changes to the resistance of the conductor.  
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Figure 2.54: Fractional dynamic transmission line rating (top) and fractional dynamic transmission line electric losses (bottom) for 

Minnesota and California. 
 
The fractional dynamic transmission line ratings and electric losses exhibit the expected patterns for the 
CONUS as seen in Figure 2.55. It is observed that warmer regions of the CONUS such as the south-east and 
the south-west have lower than average fractional dynamic transmission line ratings (and consequently, 
lower average fractional dynamic transmission line electric losses). Meanwhile the Midwest and central 
portions of the CONUS have higher than average fractional dynamic transmission line rating (and 
consequently higher average fractional dynamic transmission line electric losses). 
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Figure 2.55: Average fractional dynamic transmission line rating (left) and electric losses (right) for the CONUS for weather year 2018. 
Top panels show deviation of line rating and electric losses from the CONUS average, middle panels show the maximum line rating 

and losses, and the bottom panels show the minimum line rating and losses. 
 
Looking at the maximum line rating for the year (middle panel), it is observed that the higher than average 
line ratings in the Midwest are driven mostly by the higher maximum line ratings possible in those states 
(as these states also tend to have lower minimums). It is also observed that states with lower than average 
line ratings show a smaller spread between in their maximum and minimum values. 
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2.8 Climate Change Dataset 
 
Anthropogenically driven climate change creates changes in mean meteorological parameters such as wind 
speed, solar irradiance reaching the surface, precipitation, temperature and so on. Changes in these 
meteorological parameters result in alterations in the performance of wind turbines, solar PV cells, 
conventional power plants (through heat rates and water availability) and transmission line ratings and 
losses on the generation side. On the demand side, the changes due to climate will result in shifts to the 
heating and cooling loads, available flexibility, and EV energy use. 
 
WIS:dom® models the impact of climate change on both the demand side and generation side. The United 
Kingdom Meteorological (UK Met) climate model, HagGEM2-ES, results from CMIP5 are used to estimate 
the changes in various meteorological variables affecting energy generation and demand. WIS:dom® 
updates the impact of climate change on the meteorological variables at each investment period, which 
occurs every 5 years. As a result, effects of large-scale climate cycles, such as El Nino/La Nina, can create 
large variations depending the year chosen as investment period. To reduce the variability introduced 
through these large-scale climate cycles, the meteorological variables from the climate models are 
smoothed using a 5-year moving window. Figure 2.56 shows the change in surface temperature for two 
Representative Concentration Pathway (RCP) scenarios after applying the 5-year moving average. The 
impact of climate change on surface temperatures is clearly seen. In the RCP 4.5 scenario, it is observed that 
more temperature increases are seen in the winter months compared to the summer while in the RCP 8.5 
scenario, higher temperature rises are observed in the summer and extends warmer weather to later parts 
of the year. 
 

 
Figure 2.56: Change in average temperature over the CONUS over the course of a year out to 2100. 

 
The following subsections describe how the climate change impacts each aspect of generation and demand 
within the WIS:dom® modeling framework. 
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2.8.1 Changes to wind energy production potential 
 
The CMIP5 model data that VCE® has access to only provides monthly mean wind speed at 10 m. Therefore, 
the monthly mean 80 m wind speed is estimated using a power law assuming a power law coefficient of 
1/7 (commonly found for neutral boundary layers). The monthly means can be used to create Weibull 
distributions of wind speed for that month. The Weibull distributions are created assuming a shape factor 
(k) of 2, which is commonly found to be the case, and by calculating the scale factor using 
 

𝑐𝑐 =
2 ∗ 𝑣𝑣𝑚𝑚
√𝜋𝜋

,                                                                                                            (61) 

 
where vm is the monthly mean wind speed at 80 m. 
 
Once the shape and scale factors are determined, the estimated wind energy production within that month 
can be determined using 
 

𝑃𝑃𝑠𝑠𝑠𝑠𝑡𝑡 = 0.5 ∗ 𝜌𝜌 ∗ 𝐴𝐴 ∗ 𝐶𝐶𝑠𝑠 ∗�𝑣𝑣3 ∗ 𝑓𝑓(𝑣𝑣).
25

𝑐𝑐=0

                                                                              (62) 

 
The estimated wind energy production is calculated for every year from 2010 to 2100. Now, the change in 
wind energy production with respect to the reference year (2018 in this case) can be calculated. The change 
in wind energy production is now estimated at monthly resolution from 2010 to 2100. The monthly change 
in wind energy production is cubic spline interpolated to hourly resolution, which is used to nudge the wind 
power capacity factors described in Section 2. 
 
Changes in expected wind power over the CONUS show significant spatial variability in both the climate 
RCP scenarios as seen in Figure 2.70. In RCP 4.5, an increase in expected wind power is forecasted over the 
great plains and most of the western part of the CONUS. However, in RCP 8.5, larger increases in wind 
power are forecasted in smaller regions, such as the southeast and the southern great plains, while the 
northern and western parts of the CONUS show a reduction in expected wind power. 
 
It is observed from Figures 4.57 and 4.58 that available wind power over the CONUS under both climate 
scenarios shows significant variability year over year with a generally positive trend. It is unclear whether 
this increase in wind power is observed due to higher wind speeds observed from increased storm and 
hurricane activity. The significant variability observed between each 5-year period shows the challenge that 
might face wind developers as there would be substantial uncertainty on the performance of the wind farms 
which would be difficult to plan for. In addition, locally suitable sites might become undevelopable. 
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Figure 2.57: Change in wind power due to climate change in the RCP 4.5 scenario for 2020 (top left) and 2050 (top right) and in RCP 

8.5 scenario for 2020 (bottom left) and 2050 (bottom right). 
 

 
Figure 2.58: Average change in wind power potential over the CONUS under the RCP 4.5 and RCP 8.5 scenarios. 
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2.8.2 Changes to solar PV energy production potential 
 
As anthropogenic climate change progresses, it is observed that solar irradiance reaching the surface 
increases marginally due to dryer weather conditions. This increase in solar irradiance reaching the surface 
should increase power generation from solar panels. However, the ambient temperatures also increase. This 
increase in ambient temperatures makes solar panels less efficient with about 1% drop in efficiency 
observed for every 1oC increase in temperature [12]. Both these effects are modelled by VCE® to account 
for the impact of climate change on solar power generation potential. 
 
Figure 2.59 shows that in the RCP 4.5 scenario, there is increase in solar irradiance in both the southwest 
and the southeast, however these are accompanied by increases in temperature and as a result there is a 
net reduction in the expected solar power potential (Figure 2.60). In the RCP 8.5 scenario, solar irradiance 
increases in the southeast, and is accompanied by larger increases in temperature in those regions as well. 
 

 
Figure 2.59: Change in solar irradiance reaching the surface in 2050 for climate scenario RCP 4.5 (top left) and RCP 8.5 (top right) 
compared to 2018 and change in 2-m temperature in 2050 in climate scenario RCP 4.5 (bottom left) and RCP 8.5 (bottom right). 

 
It is observed that the combined effect of the change in solar irradiation and 2-m temperatures is to reduce 
the solar power generation by 2050 as displayed in Figure 2.60. The reduction in RCP 8.5 scenario is larger 
(about 2.5%) compared to the RCP 4.5 scenario (about 1.1%). The lower reductions in RCP 4.5 scenario is 
most probably due to the lower temperatures observed in that scenario, which enables higher solar PV cell 
efficiencies compared to those observed in the RCP 8.5 scenario. 
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Figure 2.60: Change in solar power output based on changes in temperature and solar irradiance for the two climate scenarios. 
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2.8.3 Changes to thermal generator heat rates & water 
 
Anthropogenic climate change impacts generation from thermal generators as well as weather-driven 
generators. Higher ambient temperatures result in less efficient operation of the thermal generators in form 
of higher heat rates. In addition, conventional generators are affected by access to water which depends on 
changes in precipitation observed in the two climate scenarios. As seen within Figure 2.61 (left panel), heat 
rates go up on an average by 2.8% in RCP 8.5, while in RCP 4.5 they go up by about 2.5%. The change in 
precipitation (Figure 2.61 right panel) is much more variable with year-on-year changes on the order of 20% 
in both climate scenarios. This indicates the additional uncertainty imposed on the operation of the thermal 
generators, which could lead to unplanned downtimes due to lack of access to water. 
 

 
Figure 2.61: Average changes in heat rates (left) and precipitation (right) over the CONUS as a result of climate change for the two 

RCP scenarios. 
 
An important aspect of the changes to the heat rates is the timing of their occurrence. During any given 
year, heat rates are their highest in summer due to the higher ambient temperatures. Figure 2.62 shows 
that the effect of climate change is to increase the summer peak heat rates even further. It is observed that 
in the RCP 4.5 scenario, heat rates are increased in winter and summer, while in the RCP 8.5 scenario, just 
the summer peak is seen to increase. This trend correlates to the temperature changes due to climate 
change (as shown in Figure 2.56), where the RCP4.5 scenario forecasts increased temperatures in winter and 
summer, while in RCP8.5 scenario, larger increases are seen in summer and extension of the summer period. 
 

 
Figure 2.62: Change in heat rates, compared to the yearly averaged value, over the course of a year and impact of climate change in 

the two RCP scenarios. 

2.8.4 Changes to line ratings & electric losses 
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As ambient temperatures increase due to climate change, the transmission lines will need to be de-rated to 
prevent excessive heating of the conductor. Some of this effect might be mitigated due to the increase in 
wind speed predicted by the climate models. The transmission line rating under climate stress is estimated 
using the climate data to calculate the allowable current in the conductors using Equation (55) and (56), 
however, it is normalized by the average current calculated for the CONUS using the 2018 weather data. 
The line ratings are then adjusted as before to ensure that the periods below a rating of unity are adjusted 
upward without exceeding safe operating maximum temperature of the conductor and the maximum 
allowable temperature gradient between the conductor core and the surface. The changes to the 
transmission electric losses are calculated by using the new conductor temperatures and current under 
influence of climate change stress and using Equation (57) to determine the new loss term. 
 
As can be seen in Figure 2.63, there is a maximum reduction of about 1% in transmission line rating and 
approximately 2% reduction in transmission line losses averaged over a year in RCP 8.5 scenario, while there 
is about 2% reduction in line rating and 3% reduction losses in RCP 4.5 scenario. The larger reduction 
observed in the RCP 4.5 scenario is mainly due to smaller increases in wind speeds forecasted in RCP 4.5 
scenario, which have a larger adverse effect that the larger temperature increases forecasted in RCP 8.5 
scenario. 
 

 
Figure 2.63: Change in transmission line rating (left) and losses (right) due to increase in ambient temperatures due to the effect of 

climate change. 
 
Similar to heat rates, the change in transmission line rating and electric losses show seasonal trends. Figure 
2.64 shows the change in CONUS average transmission line rating and electric losses over a year for weather 
year 2018 (black line), climate scenario RCP 4.5 (red line) and climate scenario RCP 8.5 (blue line). It is 
observed that RCP 4.5 shows higher line ratings and electric losses in the winter periods, which is mainly 
due to the RCP 4.5 scenario forecasting an increase in winter wind speeds compared to 2018.  Meanwhile 
in RCP 8.5 scenario, the winter wind speeds are forecasted to decrease compared to 2018, which combined 
with the ambient temperature increase results in a significant reduction in line ratings (and consequently 
electric losses) in the winter. Both climate scenarios predict a decrease in the summer time transmission line 
rating and electric losses compared to 2018 values. 
 

 
Figure 2.64: Change in transmission line ratings (left) and electric losses (right) compared with the 2018 yearly average value. 
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The change in transmission line rating and electric losses due to climate change are most sensitive to change 
in ambient temperatures and wind speeds. Figure 2.65 shows the changes in transmission line ratings (left 
panels) and electric losses (right panels) in RCP 4.5 (top panels) and RCP 8.5 (bottom panels) scenarios. It is 
observed in RCP 8.5 scenario that wind speeds decrease over the northern part of the CONUS and increase 
over the southern parts, while the temperatures are seen to increase more over the southern parts of the 
CONUS compared with the northern parts. As a result, the temperature increases in the southern parts of 
the CONUS are mitigated by the higher wind speeds and result in lower derating compared to the northern 
parts of the CONUS in RCP 8.5 scenario. 
 
As explained previously, the transmission electric losses are more sensitive to the change in current rating 
of the conductors than change in resistance. This behavior is evident in the Midwest and a few north-
western states. However, it is observed that the southeast and southwest states show an increase in losses 
although there is a reduction in the line rating. The reason for this is that they have a lower reduction in line 
rating (due to increased wind speeds) combined with a larger increase in ambient temperatures that lead 
to having higher electric losses.   
 

 
Figure 2.65: Impact of climate change on transmission line rating (left) and electric losses (right) for RCP 4.5 (top) and RCP 8.5 

(bottom) scenarios. 
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2.8.5 Changes to space heating demand 
 
As seen from Equation (38), increasing ambient temperatures (due to climate change) reduces the amount 
of energy required to maintain the ideal indoor temperature for the building stock. It is observed that the 
total reduction in energy required for space heating over the CONUS reduces by 8.2% for RCP 8.5 and by 
about 7.5% for RCP 4.5 (see Figure 2.66) due to the increase in ambient temperatures.  
 

 
Figure 2.66: Change in space heating energy requirements over the CONUS in the two RCP scenarios. 

 
In addition to the amount of reduction in the space heating load, it is important to know when the reduction 
is taking place. Figure 2.67 shows the average fractional space heating energy consumption for the CONUS 
in 2018 and in 2050 for the two RCP scenarios. It can be seen that in the RCP 4.5 scenario, there is a reduction 
in energy needed during the winter months as well as during the summer months. Whereas in the RCP 8.5 
scenario, the reductions occur in the spring and summer season.  As explained before, this trend is due to 
the differences in the timing of the temperature increases forecasted in the two RCP scenarios. The 
variability in the timing of the change in energy use can have important consequences on how WIS:dom® 
resource decisions are made. 
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Figure 2.67: Fractional space heating energy use over the course of a year in the two RCP scenarios compared with 2018. 
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2.8.6 Changes to water heating demand 
 
Impact on water heating is quite small due to the fact that the temperature gradient required to be 
maintained is large and hence smaller increases in ambient temperature due to climate change do not result 
in significant change to the energy requirements. The changes observed are similar to those observed for 
space heating (shown in Figure 2.68), where the RCP 4.5 scenario predicts lower energy usage during the 
winter and summer, while the RCP 8.5 scenario predicts lower energy usage in spring and summer. 
 

 
Figure 2.68: Change in fractional water heating energy use due to RCP change compared with 2018. 
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2.8.7 Changes to conventional & cooling demand 
 
Energy use for space cooling is calculated in a similar manner to space heating energy use by assuming 
ideal indoor temperature as 22oC and using Equation (63) to calculate fraction energy use at each timestep 
 

𝑄𝑄𝑖𝑖𝑟𝑟𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡)  =
𝑇𝑇𝑡𝑡𝑐𝑐𝑡𝑡 − 𝑇𝑇𝑖𝑖𝑟𝑟𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡)

∑ �𝑇𝑇𝑡𝑡𝑐𝑐𝑡𝑡 − 𝑇𝑇𝑖𝑖𝑟𝑟𝑠𝑠𝑡𝑡𝑡𝑡(𝑡𝑡)�𝑡𝑡
.                                                                           (63) 

 
The fractional energy use is calculated at hourly time resolution for the whole US for each of the years for 
the two climate scenarios. Next, the change in cooling energy use for each timestep is calculated with 
respect to year 2018. Figure 2.69 shows the change in space cooling energy use for the CONUS in the two 
climate scenarios. It is observed that there is about a 16% increase in energy use for cooling in RCP 8.5 and 
about 13% increase in RCP 4.5. 
 

 
Figure 2.69: Change in space cooling energy use over the CONUS for the two RCP scenarios. 

 
In addition to the magnitude of the increase, the timing of increase in energy use is important in 
determining how the demand profile changes. Figure 2.70 shows the change at each hourly timestep for all 
the years in the two climate scenarios. As it would be expected, the largest positive changes occur during 
the summer in both climate scenarios. It is observed that in RCP 8.5 scenario the increase in energy use 
occurs over larger portion of the year. While in the RCP 4.5 scenario, there is a reduction in space cooling 
energy use during spring and fall as the temperatures are forecasted to remain mild during those periods 
in the RCP4.5 scenario. 
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Figure 2.70: Fractional change in each hourly timestep in space cooling demand for the CONUS due to impact of climate change. 
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2.8.8 Changes to transportation demand 
 
The transportation energy use has complicated interaction effects due to impact of climate change.  The 
increasing temperatures reduce the need for heating in the winter while also increasing efficiency as milder 
winters improve battery performance. Whereas, in summer cooling needs increase thereby increasing 
energy use and, in addition, efficiency drops once the temperatures rise above the peak efficiency 
temperature (see Figure 2.72). Thus, climate change not only changes the magnitude of energy consumed 
by EVs over a year, but also changes the timing of the energy use. 
 
Figure 2.71 shows that annual change in EV energy use initially decreases compared to 2018 value reaching 
a minimum in 2020. After 2020, EV energy use increases again until 2030 and after 2035 the trends in EV 
energy use for RCP 4.5 and RCP 8.5 diverge. RCP 4.5 shows a reduction in EV energy use while RCP 8.5 
shows an increase. This upward and downward swings in energy use are due to the constructive and 
destructive interaction effects of change in heating/cooling needs and change in efficiency due to ambient 
temperatures. 
 

 
Figure 2.71: Change in EV energy use in the RCP 4.5 and RCP 8.5 scenarios compared with 2018. 

 
To understand what is driving the increase and decrease in EV energy use better, the change in EV energy 
use for every hour in the year (averaged over the CONUS) is plotted from 2010 to 2050 in Figure 2.72. It is 
observed that the initial reduction in energy use seen from 2010 to 2020 is mainly due to the milder winters 
reducing energy use for cabin heating as well as improved efficiency due to better battery performance in 
the milder weather. However, after 2020, the increased cooling load in summer as well as efficiency 
dropping due to higher temperatures, negates the energy savings in the winter and net energy use increases 
again. 
 
The diverging trends in RCP 4.5 and RCP 8.5 observed after 2035 are also evident in Figure 2.72. As discussed 
before, the RCP 4.5 scenario predicts milder winters and less hot summers compared to RCP 8.5 scenario. 
As a result, in the RCP 4.5 scenario the energy savings in winter catch back up to increased energy use in 
summer and net energy use drops. However, in RCP 8.5 scenario, while there is a decrease in winter energy 
use, the summer energy use increases substantially due to the much warmer temperatures leading to higher 
overall energy use by 2050. 
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Figure 2.72: Change in average EV energy use over a year from 2010 to 2050 in the RCP 4.5 (left) and RCP 8.5 (right) scenarios. 

 
It is also observed from Figure 2.72 that while the total energy change in Figure 2.71 are small, there is 
substantial changes in energy use observed at the hourly level. These changes are further magnified at the 
state level spatial resolution and hourly time resolution. Changes to EV energy use due to climate show 
expected patterns over the CONUS as seen in Figure 2.73. The warmer states in the southeast see an increase 
in EV energy use for both the RCP 4.5 and RCP 8.5 scenarios. In the northeast, there are interesting 
differences in the change to EV energy use in the two climate scenarios. It can be seen that in the RCP 4.5 
scenario there is a small increase to EV energy use in the northwestern states, while in the RCP 8.5 scenarios, 
those states show a reduction in EV energy use.  The reason for this is the milder spring weather forecasted 
in RCP 8.5 scenario, which not only reduces energy use for heating/cooling, but also increase battery 
efficiency resulting in energy savings. 
 

 
Figure 2.73:  Change in EV energy use over the CONUS for the RCP 4.5 scenario (top) and the RCP 8.5 scenario (bottom). 
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